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1. Introduction

The H + CH, reaction is a prototype for gas-phase
polyatomic reactions, just as the # H; reactior? is a
prototype for triatomic reactions, and it is an important
reaction in combustion chemistry. The reaction between
hydrogen atom and methane (H CH,) and the reverse
reaction between methyl and hydrogen molecule{&HH,)
have been widely studied both experimentally and theoreti-
cally.

The complete construction of the potential energy surface
represents a very important challenge in theoretical chem-
istry, and the quality and accuracy of the kinetic and dynamic
description of a chemical reaction is strongly dependent on
the quality of this surface. This review concerns the
development of a multidimensional potential energy surface
for the CH; system and how dynamics calculations on the
various approximate surfaces that have been developed
compare with experimentally determined kinetic and dynamic
parameters. An older reviévof potential energy surfaces
for general polyatomic reactions included €&k a special
case. A recent reviehof bimolecular reaction dynamics may
also be consulted for a broader perspective than is afforded
by the scope of the present review.

Throughout the review, we make an important distinction
between explicit and interpolated surfaces on the one hand
and direct dynamics on the other. As defined elsewhére,
direct dynamics, “instead of using a pre-defined potential
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geometry that is important for evaluating dynamical proper-
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The review is structured as follow. Section 2 gives a
general description of the GhHsurface and describes the
possible reaction mechanisms. Section 3 is devoted to
presenting the available experimental data for this reactive
system. The kinetics and dynamics data allow the testing of
the quality of various potential energy surfaces. Section 4
presents methods abnstructingpotential energy surfaces,
with a special focus on the methods used for the §tdtem.
Section 5 is focused entirely on describing methods for
investigatingpotential energy surfaces (with the purpose of
extracting kinetics and dynamics data), again with a special
focus on the methods used for the £$ystem. Section 6
presents the results of various theoretical investigations on
the CH; system, including investigations carried out on the
potential energy surfaces presented in section 4 using the
methods described in section 5. Section 7 is devoted to
comparing the results of theoretical studies with the available
experimental data, and it therefore includes only the studies
relevant to determining the current status, that is, the studies
carried out on the most accurate surfaces with the most
accurate dynamics methods. Section 8 gives the main
conclusions of the review. Section 9 is a glossary of
acronyms.

ties are obtained directly from electronic structure calcula- 2 General Description of the CH s Potential

tions.” As further elaborated in the rest of the review, this
corresponds to using an implicit potential energy surface

Energy Surface

rather than an explicit analytic one. Interpolated surfaces The existence of a potential energy surface (PES) is a result

represent an intermediate level of representation—that
depending on the precise implementationight be called

either direct or analytic or both. An important aspect of our
review is that it includes these (modern) implicit potential
energy surfaces as well as (older-style) analytic surfaces.

of the Born-Oppenheimer approximaticr,e., the separa-
tion of electronic and nuclear motions. The PES is the elec-
tronic energy of the ground state as a function of geometry,
where electronic energy is defined to include nuclear
repulsion as well as electronic kinetic and Coulomb enérgy.



Accurate CHs Potential Energy Surface Chemical Reviews, 2007, Vol. 107, No. 11 5103

The electronic energy of each of the electronically adiabatic CHsT + H. Wolfgand? discussed the experimental results
states is a function of the positions of the nuclei and can be concerning the mechanisms and stereochemistry of reactions
considered as a hypersurface in the coordinate-energy spacel. and 2 for the case when the reagent hydrogen atom is
Each hypersurface or PES is then the effective potential translationally hot. Both abstraction and exchange reactions
energy for the nuclear motion when the system is in that can occur through two mechanisms that are represented in
electronic state. The PESs for the various electronic statesFigure 1. In the rebound abstraction mechanisaiso called
are independent of isotopic substitutions. Most thermally
activated chemical reactions involve only one potential ™ Reactant Configuration Product Configuration  Symmetry
energy surface, namely, the lowest-energy one. The chemical T
transformations discussed in this paper are assumed to follow Abstaction ~ H——> H—C,, HH ¢ Cs
the electronically adiabatic approximation and to occur in "™ ,! 4
the lowest-energy electronic state. The electronic spin
multiplicity of the ground-state PES for GHk 2. A

For the purpose of discussing the characteristics of the  usraction e B—c< ClorC,
PES, we need to label the five hydrogen atoms, and we will (stipping mode) }II
denote them as HH,, He, Hg, and H. Once the hydrogen H—s H-H
atoms are labeled, one can see that, because of the tetrahedral - -
geometry of the carbon atom in GHhere are two distinctive Exchange =\ o/ c
pseudoconfigurations of a methane molecule in which the iiwesion ~*—=  ¢—H  H—G, ~H/—
carbon atom is bonded to the identically labeled hydrogen
atoms. These two pseudoconfigurations are mirror images o
of each other, similar to the enantiomers of an optically active N / /
organic compound with a chiral carbon center. In order to (o meion H—C,, H—C,, CrorC,
distinguish between these two pseudoconfigurations, we will &"H \H"H
use a rule similar to the widely used R-S system proposed ~
by Cahn et af:° To do so, we consider that the priorities of  Figure 1. Stereochemistry of abstraction and exchange transforma-
the labeled hydrogen atoms decrease in the order Hi, tions.
> H; > Hq > He, and we labeled the pseudo-isomers as
ands. For example, in the case of GHHH., the two the axial mechanism, the incoming hydrogen atom) (H

/\E
o

o=

pseudoconfigurations are shown below: approaches along a-@4 bond of methane, and +H'
departs in the opposite direction along this axis, maintaining
. /Hb . /Hc Cz, symmetry along the minimum energy path (MEP) for
e e this mechanism. The stripping mechanism of the abstraction
Ha \H Hy \H process involves the approach of thegtbm to the methane
c b

molecule in G symmetry (i.e., with no symmetry) orsC
symmetry (i.e., with a plane of symmetry). Stripping is
With distinguishable atoms, the PES has 10 energetically €xpected to be less favorable at low energies or under thermal
equivalent H+ CH, asymptotes and 10 energetically = conditions, but we note that the border between the rebound
equivalent CH + H, asymptotes. On the basis of the label and stripping mechanisms for abstraction is not well-defined;
of the hydrogen atom and the rule of labeling the methane the distinction depends mainly on impact parameter, and the
molecule as or s, the 10 H+ CH, asymptotes can be labeled Observable consequences are mainly confined to molecular

r N

asar, as, br, bs, cr, cs dr, ds er, andes The 10 CH + H, beam experiments where the scattering angles of the product
asymptotes can be labeled, based on the two labels of the2f€ measured. However, for exchange, there are two mech-
hydrogen atoms in the Hmolecule, asab, ac, ad, ae, be, anisms that are more readily distinguishable. In the exchange
bd, be cd, ce andde reaction with inversion (also known as Walden inversion by

The chemical reaction between methane and hydrogenanalogy to the widely studiéd Walden inversion mode
atom has two main reactive branches, which can be generi-of Sv2 reactions), the incoming’Hatom attacks the carbon

cally denoted as follows: atom from behind one of the -€H bonds with the MEP
having the reactants H collinear to a—@ bond. The
(i) Abstraction reaction direction of attack is opposite to that for rebound abstraction,
H' + CH,— H'H + CH, (1) but similar to that, the € symmetry is conserved along the

MEP for this process. The saddle point will have trigonal
. _ . bipyramidal geometry and 49 symmetry. The inversion
(if) Exchange (or substitution) reaction expcsaange mgchanisn)1/ was shov)\//n to ta)lze place for reaction
H + CH,—H + CH,H’ (2) H + CD, — CDsH + D, but this result is in contradiction
with the experimental evidence for related hydrogen ex-
One can see that the abstraction reaction connectsta H change reactions with substituted alkanes that shows almost
CH,; asymptote with a Ckl+ H, asymptote, while the = complete retention of configuratidh. The retention of
exchange reaction connects two differenttHCH, asymp- configuration would suggest an alternative mechanism, the
totes. noninversion exchange, in which the Btom approaches
Although the discussion above concerns the case whereone of the G-H bonds from one side, with the system having
all hydrogens are protium, experimental information about C; symmetry. Another possible exchange mechanism that
the exchange reaction has been provided only for the casdeads to racemization, not shown in Figure 1, was theoreti-
where one or more of the protiums is isotopically substituted, cally investigated by Weston and Ehren¥tend by Moro-
which can make the exchange observable, asnhQH, — kuma and Davig! this mechanism involves an intermediate
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of C4, symmetry and was found to be energetically less
favorable than the inversion mechanism.

Another transformation occurring on the gldurface,
along each of the H- CH,4 asymptotes, is the one in which
the stereochemistry of methane is modified without any or
with a minimal effect from the hydrogen atom, for example,
the transformationar — as. This transformation occurs

through the intermediacy of a tetravalent planar carbon. Other

Albu et al.

due to van der Waals interaction between methane and
hydrogen atom or between methyl radical and hydrogen
molecule. These minima will be located along all reaction
paths for abstraction or exchange reactions. Experimentally
their presence has not been detected, although they are surely
present, and theoretical studies present controversies, as will
be analyzed in section 6.2.

than being mentioned here as a possible transformation, this3, Experimental Data

process will not be further discussed in this paper. (The
reader is referred to a recent artiéléor further discussion
of the planar tetravalent carbon.)

On the CH potential energy surface, an abstraction
reaction, in either rebound or stripping mode, starting from
one H+ CH, asymptote, for example, the one labebayl
leads to four CH+ H; asymptotes, the ones labelald ac,
ad, andae An exchange reaction, starting also from the H
+ CH, asymptote labeledr, leads, in the inversion mode,
to the H+ CH,4 asymptotes labelelols cr, ds ander and, in
the noninversion exchange, to the H CH; asymptotes
labeledbr, cs dr, andes Each of these transformations
occurs either through a unique,Geaction path, as in the

The determination of the reaction dynamics, at least
approximately, from an assumed PES is much more straight-
forward than the inverse problem of reconstructing the PES
from experimental chemical rate data. The main foci of
interest in the experimental studies are the kinetic determina-
tions of accurate rate constants, activation energies, and
kinetic isotope effects, the curvature in the Arrhenius
representation for the forward and reverse reactions, the
discrepancy in the value of the equilibrium constant depend-
ing on whether it was calculated from kinetic or thermo-
chemical data, and a variety of issues in state-selected
reaction dynamics. While the experimental activation energy

case of the rebound abstraction or inversion exchange, orprOVideS information about the barrier helght, the kinetic

through multiple equivalent paths (threg f@aths or six @

isotope effects are very sensitive to other features of the

paths in the cases discussed here), as is the case of strippingotential energy surface such as barrier width, zero-point
abstraction and the noninversion exchange. Along each ofénergy of reactants and the transition state, and tunneling
the paths described above there is a saddle point, anhougypontrlbutlons. Furthermore, low-temperature curvature in

the saddle point is the same for stripping abstraction and
rebound abstraction.

It can be seen that each-HCH, asymptote can transform
to eight of the other nine H- CH, asymptotes through an

exchange reaction, to the ninth such asymptote through an

internal isomerization of methane, and to four £H H,
asymptotes through an abstraction reaction.

Similarly, the reverse of an abstraction reaction starting
from one CH + H, asymptote, for example, the one labeled
ab, leads to four H+ CH, asymptotes, the ones labelad
as br, andbs Each one of these transformations follows
the same path or paths as the forward process, and each pa
has a saddle point.

In this paper, we will focus on the transformations
occurring in the lower range of energies, i.e., the abstraction
reaction (and its reverse hydrogen transfer reaction) and th
inversion exchange reaction. On the £pbtential energy

surface, there are 20 equivalent MEPs for the abstraction
reaction and 20 equivalent MEPs for the inversion exchange

reaction. We will explicitly discuss the characteristics of the
saddle points for only one of these paths for each transfor-
mation, namelyar — ab andas— br, respectively.

H, He e
H, + H c/ H,----H C/ H—H, + C|
.+ Hy—C, a---- b b ;
N, Hy H Hy
ar ab
H, e e
H, + ,\.c—m, Hy-oer C’ ----- H, He C/ i
'/ A e
H H, Hy Ha

Other important features on the ghbotential energy

surface that should be considered are the possible minima

€

Arrhenius plots is especially sensitive to tunneling.

3.1. Rate Constant for the H + CHs — H, 4+ CHs
Reaction

Most of the relevant experimental data consist of rate
constants, which have been determined for both perprotio
and isotopically substituted cases over several temperature
ranges with various experimental techniques: catalytic H
atom recombinatio&? photochemicat® flame?22* flow
discharge>2flow technique using electron spin resonance
ESR) measurements of the atom concentratiot?,shock
ube-resonance fluoresceridlow photolysis-shock tubg}
discharge flow-resonance fluorescefter laser photolysis-
shock tubée? This extensive experimental literature on the
thermal rate constants has been reviewed and evaluated by
several author&3340 Experimental results and compila-
tions*35-40 are listed in Table 1.

Arrhenius fits of the experimental rate constants give
activation energies between 4.5 and 15.1 kcal/mol. The
Arrhenius activation energy and preexponential factor ob-
tained by Berlie and LeRo¥,4.5 kcal/mol and 1.%& 10714
cn® molecule® s72, respectively, are the lowest experimental
values. The authors admitted uncertainties and experimental
difficulties, especially at low temperature, and therefore, these
values can be discarded. The experimental values at moderate
temperatures (560900 K528 show a good agreement, with
activation energies in the range 1+82.9 kcal/mol. The
high-temperature valugs43%3show good agreement of the
preexponential factor but very different activation energies.
According to the compilations of Walk¥&rand Sepehrad et
al.?s the direct experimental measurements show linear
Arrhenius plots, at least within experimental error limits.
However, other compilations show small curvature in the
Arrhenius representations and propose three-term expressions
of the usual form, namely,

k= AT" exp(—B/T) 3)
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Table 1. Experimental Rate Constants (crimolecule® s%) for the H + CH4 — H, + CH3 Reaction Fitted to k = AT™ exp(—B/T)
Expressior?

T (K) A m B koo Koo k1500 experimental technique year ref
372-463 1.7¢14p 0 2265 8.9¢18) 3.9¢-16) 3.8¢15) catalytic 1954 19
1159-1900 3.3¢10) 0 5915 9.0(19) 1.7¢14) 6.412) flame 1961 21
426-747 1.15¢10) 0 6069 1.9¢19) 4.7¢15) 2.0¢12) flow 1969 27
500-732 1.0¢10) 0 5967 2.3(19) 4.8¢-15) 1.9¢12) flow 1970 28
1700-2300 1.2¢9) 0 7580 1.3¢20) 3.9¢15) 7.7¢12) shock tube 1975 30
1300-1700 2.49¢19) 3.0 8300 6.5(24) 5.3¢-17) 3.3¢12) flame 1976 24
640-818 3.02¢10) 0 6627 7.7€20) 4.8¢-15) 3.6(-12) flow 1979 26
8971729 1.78¢10) 0 6440 8.5(20) 3.9¢15) 2.4¢12) flash photolysis 1991 31
897—1729 1.6¢19) 2.57 3340 5.4(18) 8.4¢-15) 2.5¢12) flash photolysis 1991 31
748-1054 2.55¢-10) 0 6874 2.9¢20) 2.7¢15) 2.6(12) flow 2001 32
913-1697 2.935(-10) 0 6934 2.7€20) 2.8¢-15) 2.9¢12) shock tube 2001 33
370-1800 2.09¢10) 0 5990 4.5¢19) 9.6(-15) 3.9¢12) review 1968 34
300-1800 3.73¢20) 3 4405 4.2¢19) 5.2¢-15) 6.7¢12) review 1973 35
370-1800 2.35¢17) 2 4449 7.7€19) 5.1¢15) 2.7¢12) review 1978 36
400-1800 1.26¢10) 0 6002 2.6(19) 5.7¢-15) 2.3¢12) review 1979 26
3002500 3.73¢20) 3 4405 4.2¢19) 5.2¢15) 6.7¢12) review 1984 37
300-2000 3.73¢20) 3 4405 4.2¢19) 5.2¢-15) 6.7¢12) review 1986 38
300-2000 2.18¢-20) 3 4045 8.2¢19) 5.6(-15) 5.0612) review 1992 39
1000-2500 1.09¢15) 1.6 5455 1.3€19) 3.4¢15) 3.5¢12) review 1994 40
298-3000 7.45¢19) 2.59 5057 9.3(20) 2.6(-15) 4.3¢12) review 2001 32
348-1950 6.78(21) 3.156 4406 1.9(19) 2.6(-15) 3.8¢12) review 2001 33

aTin K. P1.7(-14) = 1.7 x 10724,

Table 2. Experimental Rate Constants (crimolecule™® s7%) for the CH3; + H, — CH,4 + H Reaction Fitted to k = AT™ exp(—B/T)
Expressior?

T (K) A m B koo Ks00 k1500 experimental technique year ref
372-580 5.2¢13p 0 5124 2.0¢20) 1.0¢16) 1.7¢14) photolysis 1956 52
372-1370 1.32¢-18) 2 4810 1.3¢20) 1.6(-16) 1.2(13) pyrolysis 1974 41
584-671 8.3¢13) 0 5290 1.8¢£20) 1.2¢-16) 2.4(14) pyrolysis 1981 42
1066-2166 3.31¢11) 0 7200 1.2¢21) 2.0-16) 2.7¢13) shock-tube 1986 43
897-1729 5.2¢12) 0 5940 1.3¢20) 2.6(16) 9.9¢14) flash photolysis antl 1991 31
897-1729 2.3¢23) 3.22 2050 2.3(18) 6.7¢-16) 9.9¢-14) flash photolysis an 1991 31
1250-1950 2.1¢13) 0 7780 1.1¢24) 4.9¢-19) 1.2(15) shock tube 1995 44
646-1104 1.45¢11) 0 6810 2.0€21) 1.7¢-16) 1.5(13) photolysis 1996 54
1269-1806 1.90¢-10) 0 10814 4.2¢26) 2.8(-18) 1.4(13) shock tube 2001 33
1200-2000 2.57¢11) 0 7801 1.3¢22) 5.817) 1.4(13) review 1973 35
370-700 1.4¢12) 0 5490 1.6€20) 1.5¢-16) 3.6(-14) review 1976 56
300-2500 1.1¢21) 3.0 3900 6.7(20) 3.6(-16) 2.8¢13) review 1984 37
300-2500 4.8(-22) 3.12 4384 1.2¢20) 1.5¢-16) 2.1¢13) review 1986 38
300-2500 1.14¢-20) 2.74 4740 9.6(21) 1.7¢-16) 2.4(13) review 1992 39
298-3000 1.06¢-20) 2.70 4451 1.9¢20) 2.0-16) 2.1¢13) review 2001 32

aTin K. ?5.2(-13)= 5.2 x 1013

Sometimes Arrhenius curvature is an indication of a several experimental techniques: pyrolysit flow,4142
reaction exhibiting significant tunneling contributions, but shock-tube?4344 or pyrolysis?*~54 and this extensive ex-
any reaction shows a curved Arrhenius plot if studied with perimental work on the thermal rate constant has been
enough precision over a wide enough temperature range. Theeviewed and compiled by several auth#%’ 395556 Key
most recent recommended expression for the thermal ratedata are listed in Table 2.

constant over a wide temperature range (34850 K) is® The rate constants at lower temperatures (3800 K)
agree well with each othé#>?and a similar situation is found
k(T) = 6.78 x 10 273156 at higher temperatures (106@000 K)#344 The work of
N ) .
exp(—4406TT) e moleculet st (4) Knyazev et aP* covers the intermediate temperature range

(600—1000 K). Each of these three temperature ranges allows

which gives rate constants that are lower than the ones'©" & linear Arrhenius representation, but when the rate
obtained using the expression of Baulch éfakcommended ~ constants are plotted over the entire temperature range-(350
for the 300-2000 K temperature range: 2000 K), the Arrhenius representation is curved, according

to the latest compilation¥2° The rate constant expressions

. —20+3
k(T)=2.18x 107%°T , L k(T) = 3.31x 10 ™ exp(~72001) cm® molecule* s*
exp(—4045IT) cm® molecule “ s~ (5) 6)

3.2. Rate Constant for the CH 3 + H, — CH; + H and
Reaction

— —2313.22
The reverse reaction GH- H, — CH, + H has also been ~ K(T) =2.3x 10 T
widely investigated over several temperature ranges and with exp(—20501) cm® molecule ' s™* (7)
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reported by Mder et al® and Rabinowitz et af; respec- K = —18.356+ (6.5749x 10 )T —
tively, were obtained from the spectroscopic observation of £ 93
CH; at 216.5 nm and by converting the results for the-H (3.5127x 10 °)T" + (6.4082x 10 ")T" (9)
CH; — H, + CHjs reaction using the equilibrium constant L
calculated from the JANAF thermochemical tables, respec- 3.4. Kinetic Isotope Effects

tively. While the experimentally determined absolute rate con-

The most recent recommended expression for the thermajstants are the best data for estimating the barrier helghts on

rate constant of the CJ—H- H2 — CH4 +H reaction, in the the PES, kinetic iSOtOpe effects are very sensitive to other
2002000 K temperature range3is features of the PES such as the width of the barrier, the zero-

point energy of the reactants and the transition state, and

_ —20-2.74 the tunneling contributions. A kinetic isotope effect is the
k() =1.14x 10 T ratio of the rate constant with one isotopic substitution pattern
exp(4740I) cm’® moleculet s (8) (or with no substitution) to that with another. By convention,
one always puts the lighter isotopic case in the numerator.
Then a kinetic isotope effect larger than unity is called
normal, and a kinetic isotope effect smaller than unity is

When the usual phenomenological rate constant expres-called inverse.

sions are assumed to hold, the ratio of the forward to reverse As noted by Schatz et &,in the case of the H- CH; —
rate constant is equal to the equilibrium consfast. H, + CHs reaction, there are 16 deuterium-substituted
However, this relation is not satisfied precisely when the variants:
rate constants are obtained from experimental data, because

3.3. Equilibrium Constant

of errors in the kinetics measurements. In a number of early Y
studies?6:38.394256.59it was pointed out that there is a H+ CH, = H, + CH, (10)
discrepancy in the value of the equilibrium constant depend- ky
ing on whether it was calculated from kinetic data (as the H + CHD; — H, + CD; (11)

ratio of forward and reverse rate constants) or from ther-

modynamic data (using the change in enthalpy and entropy D+ CH4£ DH + CH, (12)
determined from thermodynamics tables). In 1990, Furue and ’

Pacey® assembled experimental data on the temperature Y

dependence of the forward (52 data points in the-37200 H -+ CH;D = HD + CH, (13)
K temperature range) and reverse (38 data points in the 372 ks

2166 K temperature range) reactions and concluded that the D + CHD; — DH + CD; (14)
reaction &40 K should be 1.3t 0.4 kcal/mol exothermic K

because the enthalpies of activation for the forward and H+ CD,— HD + CD, (15)
reverse reactions extrapolatenl @ K are 13.3+ 0.4 and .

14.6 £ 0.4 kcal/mol, respectively. This result from experi- -

mental kinetic data differs from the value obtained from D+ CH,D =D, + CH, (16)
thermochemical data, which yields a practically thermoneu- ks

tral reaction with an enthalpy of reaction 0.02 kcal/mol D+ CD,— D, + CD; (17)
at 0 K. (Note that, for a bimolecular reactions with two K

products, the enthalpy of reactioh@K is thesame as the H+ CH;D —H,+ CH,D (18)
change in potential energy plus the change in the zero-point .

energy (ZPE); this sum is sometimes called the zero-point- H + CH.D., — H., + CHD (19)
inclusive energy of reaction.) Later, Pacey and co-wofRers 272 2 2

resolved this controversy in the equilibrium constant by kiy

determining forward rate constants by ESR-discharge flow H+ CH,D,— HD + CH,D (20)
method in the 348421 K temperature range and obtaining Ky,

rate constants much smaller than previously reported. D + CH;D — DH + CH,D (22)
Discarding the old data for the forward reaction and including ‘

only these new resufftand the ones from the shock-tube H 4+ CHD, = HD+ CHD, (22)
study of Rabinowitz et aP! the authors found a forward

enthalpy of activation a0 K of 14.9 + 0.4 kcal/mol kiq

(compared to the old value of 138 0.4 kcal/mol) and an D + CH,D, — DH + CHD; (23)
enthalpy of reactionteD K of —0.34+ 0.4 kcal/mol, in much ks

better agreement with the thermodynamic value. With this D+ CH,D,— D, + CH,D (24)
information, the reverse enthalpy of activation is 14£.9.4 ‘

kcal/mol (compared to the old value of 1446 0.4 kcal/ D+ CHD3—16> D, + CHD, (25)

mol). The authors also concluded that the measurements of

the forward rate constant should be made extra cautiouslyThere are also 16 possible deuterium isotopic variants for
with special attention to stoichiometric factors and possible e reverse reaction, GH- H, — CH, -+ H, with the rate
impurity effects. constants being denotéd,—k_1¢. For the reverse reaction,
The most recent expression for the equilibrium constant of these 16 possible isotopic reactions, experimental results
of the H+ CH, == H, + CHs reaction is that proposed by  were determined only fdt_;—k_g,3541:42:4749,5253,6364 yhile
Sutherland et aPf® for the forward reaction, the kinetic isotope effects are even
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Table 3. Kinetic Isotope Effects for Some Deuterated ReactiofAs
T (K) H + CH4/D + CH, CH; + Ho/CH; + D, CD; + H,/CDs + D, CH; + HD/CHs + DH CD; + HD/CDs + DH

400 0.74 4.8 3.3 3.2 1.8
500 0.84 3.5 2.9 2.0 1.6
600 0.91 2.8 2.6 14 15
700 0.97 2.4 2.4 11 1.4
780 2.P2

829 2.0164

930 1.6164

ref 28 53 53 53 53

@ The convention for the last two columns is that ££H XY denotes the reaction to produce @H+ Y, not CHY + X.

less well-characterized, and oy, ks, andks have been Valentini and co-workef$:7677examined the abstraction

experimentally determined:28.6567 channel by measuring the rovibrational distributions of the
Using the photolysis of acetone and acetdgas a source  HD product from the Ht- CD, reaction using coherent anti-

of CHz and CI} radicals, Davison and Burtéhstudiedk—_; Stokes Raman spectroscopy. It was found that, at a collision

in the 423-723 K temperature range, Whittle and Steétie energy of 1.51.6 eV (35-37 kcal/mol), the rotational
studiedk_,—k_7 in the 403-693 K temperature range, and energy of HD in the first vibrationally excited state is
Shapiro and WestSa studiedk_,—k_g in the 398-718 K significantly greater than the rotational energy of the ground
temperature range. Some experimental results are listed invibrational state. There is an unusual positive correlation
Table 3. One can see that, for the reverse reactions, thebetween the product rotational and vibrational excitations.
kinetic isotope effects shown in Table 3 are all larger than Only very little of the 1.5 eV (35 kcal/mol) available energy
1 in the studied temperature range of 3923 K. appears as internal excitation of the HD product molecule:
Another isotopic reaction of relevance is the hot-atom 7% in vibration and 9% in rotation. The total reaction cross
reaction between methane and tritium, F*CH,.68-7° Chou section was found to be very small, in particular, 044
and Rowlané7°formed tritium atoms with kinetic energies  0.03 A2 so the maximum impact parameter<d. A6
of 2.8 eV (~65 kcal/mol) by 185 nm photolysis of TBrand ~ The most recent experimental work is that of Zare and
concluded that the abstraction/exchange ratie4sfor this co-workers’88! and it focuses on understanding the reaction
high energy. Ting and West6érformed hot methyl radicals ~ dynamics. An initial study looked at the nascent £D
by 135 nm photolysis of CBr and CQ3Br and investigated  products from the H- CD, reaction’® At a collision energy

the hot methyl reaction, CH+ H; (or Dy). of 1.95 eV (45 kcal/mol), the CPproducts are produced
mainly in their ground vibrational state with some €D
3.5. Low-Temperature Tunneling Effects produced in their first vibrationally excited state in the low-

. . . frequency umbrella-bending mode. It was found that thg CD
The reaction between Gland H as well as other isotopic  proqycts are backward scattered with respect to the incident

combinations of CB were investigated ta5 K in solid H-atom direction; this eliminates the rebound mechanism that
parahydrogen by Momose and co-work&& At this low was found to occur in the H D, — HD + D reaction?283

temperature, the reaction occurs essentially exclusively by te authors proposed two possible explanations for the

tunneling. The tunneling rates (3310 ¢s™*, 2.0x 107 an I : -

- 9 gular distribution of the CPproducts: (1) a stripping
s, and 1.0x 10° s for CD; CDH, and CDH, mechanism is favored over a rebound mechanism at the
respectively) ggpe”d on the degree of deuteration in thegnargy studied, and (2) a competition between abstraction
methyl radicals”® Because the reaction between {id b and exchange diminishes the probability for abstraction at

did n?t p“’lcegdjﬁ a week, an g;;perhlimit oft;chg tundneling small impact parameters. The later possible explanation was
rate of 8x 107" s~ was estimated for the unsubstituted case. rgjected when experiments carried out at a lower collision

. . energy, 27.8 kcal/mol, where the exchange channel is not
3.6. State-Selected Reaction Dynamics open, led to similar resul®. Further investigation of the

Experimental studies of the detailed reaction dynamics reaction in a collision energy range of 8:8.0 eV (12-69
have been less frequent than kinetics experiments. Thekcal/mol) showed that the stripping mechanism applies even
original studies involving hot T atoms from nuclear recoil at energies slightly above the thresh@ié:
experiment&-’®> and photolytic sourcé% established the Another aspect of the reaction dynamics that has been
existence of abstraction and exchange channels. Bersohn andnder recent investigation is the effect of the chemical
co-worker$* investigated the exchange reaction by detecting reactivity of vibrationally excited reactant molecules. The
the D-atom product from the H- CD, — D + CHD; effects of C-H stretching excitation on the Ht CH, — H;
reaction at an average relative translational energy2i.7 + CHjs abstraction reaction have been investigated using a
eV (50 kcal/mol). The absolute reaction cross section for H photo law-of-cosines (photo-LOC) technigiéhe reaction
exchanging D was determined to be 0.0840.014 & of fast H atoms with methane excited in either the antisym-
compared to 0.04@ 0.014 & for the H+ CHsD reaction. metric stretching fundamental or first overtone with collision
Around 80% of the initial H atom kinetic energy is released energies between 1.52 and 2.20 eV (35 and 51 kcal/mol)
as D atom kinetic energy, implying that the reaction is nearly was investigated by measuring the vibrational and angular
vibrationally adiabatic. They found that the reaction takes distribution of the CH product?* It was found that methane
place by an §2-type inversion mechanism and suggested excited in the antisymmetric stretching fundamental increases
that trajectories with small impact parameter lead to either the overall reaction cross section by a factor of 3.A.5
exchange or abstraction depending on the orientation of theover the whole collision energy range. Considering that the
incoming H atom with respect to the+«D bond. reaction cross section of the H CD, abstraction reaction
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actually decreases by a factor of 2 over the collision energy Raff's work®® can be considered one of the first examples
range of 1.48-2.36 eV (34-54 kcal/mol), it is clear that  of combining VB with MM; he used VB (i.e., a Londen
vibrational excitation is much more effective than an Eyring—Polanyi-Sato surface, which is defined later) for
equivalent amount of translational energy in promoting the three-body reactive parts, and he added force-field terms (i.e.,
reaction at the energies considered. The vibration excitationMM) for the rest. Most of the analytic surfaces for atem
rather than translational energy also controls the product- methane are modifications of Raff’s original combined VB
state distribution. The product distribution of the reaction and MM method (such combinations will be denoted VB/
between H and vibrationally excited CHRt a collision MM). If there are additional elements, we may designate
energy of 1.53 eV (35 kcal/mol) has shown that the reaction the method as VB/MM+ corrections. But the corrections,
mechanism is close to the pure spectator m&dehis result if analytic, could be considered to be more MM, so we prefer
is slightly different than the one for the similar reaction to say just VB/MM. More generally, one could consider
between CI and vibrationally excited CHI&t a collision systematic ways to use different MM parameters for products
energy of 0.18 eV (4 kcal/mol), for which a greater extent than for reactants, with intermediate values in between; this
of intramolecular vibrational redistribution was suggesfed. strategy* has been applied to H C,He but not H+ CHy.

In sum, the state-to-state dynamics studies are difficult to  The full potential energy surface for the glystem is
perform at low energies for this reaction, because the H 12-dimensional, but the first analytic surfaces developed and
atoms, which are produced in a photolysis process, are hotemployed in studying the system were 3- or 4-dimensional
Moreover, even in the case of high energies21eV), the surfaces. Gorin et &F. developed the first surface for the
reaction cross section is sméllAs a result, there have only  abstraction and inversion reaction channels using a three-
been a few recent experimental dynamics studies on thiselectron VB model with empirical parameters. This 3-di-
systenmf’.’881 For example, there is considerably more mensional PES had reasonable barrier heights for both
experimental work for the C- CH,4 reaction than forthe H  reaction channels but also had an unphysical-aH-H well

+ CH, reaction. of 8 kcal/mol depth. A recalibrated version of the surface of
Gorin et al. was used by Polaf§#”for the reaction between

4. Methods for Constructing Potential Energy methyl and hydrogen. This calibrated three-body surface was

Surfaces designed to give, for the functional form used, the lowest

barrier height compatible with a surface with no energy

Some methods for calculating dynamical properties of a basins. This surface was based on a semiempirical VB

reaction require full-dimensional potential energy surfaces, treatment in which the geometry of the methyl portion was
while other methods require information in only a limited frozen.

region of the surface. In general, one can obtain this |, 1963 Johnston and P&robtained a three-body
information either from an analytic potential energy surface reduced-dimensionality surface by applying the bond-energy-
or from electronic structure calculations carried out on the pon4 order (BEBO) methot:1% Later, Arthur and co-

fly; the latter approach is called direct dynami€s®  \ orers also used the original BEBO method and modifi-
Intermediate between fitting potential energy surfaces and cations of it in a series of studié®19 The BEBO method

direct dynamics methods are methods based on interpolatingprovides the PES only along the reaction path, but it was
potential energy surfaces. Since these do not involve a fit, |5ter extendel* to provide a more complete PES for-H

they are a form of direct dynamics, but as the.interpolafcion CH, and other reactions. It is now known that the BEBO
becomes more global, they can resemble a fit. Sometimesyaiho is very sensitive to the input data and should be used
direct dynamics methods that involve no fitting at all are o)y for qualitative correlations, not for quantitative work.
called straight direct dynamics. This section presents several In 1970 Polanvi and co-workéf8 developed a London
general methods used to construct potential energy surfacesE fin —P(,)Ian i—)éato (LEPS) surfa@émff& to study the
with the focus being on methods that have been applied to reyacti%n of ho)t/ tritium with methane, F CHa, as a I)i/near

thihce & gt(c)etr?tri];a;r?;rerggusr?g::i(;efor reactive svstems will be three-atom model refined from a series of three-body surfaces
divid dpint three | rgy teqories: analvii imyli t (defined developed previouslf? The CH; fragment was treated as a
ed into three large categories: analytic, implicit (define pseudoatom in this surface. Other early studies using both

'llj')rq(jslee;/herle(()eftele:strgPIco?é:]ut(i:;?(raen(ta?eorga’r fgzgs”greerega:aevsé EPS and BEBO surfaces include the work of Kurylo et
yp P ay .28 who examined H+ CH, abstraction reaction, and the

below. Th|§ section only considers methods; results are study of Shapiro and West&Awho investigated the CH
presented in sections 6 and 7. + H, reaction

; ; At this point, it is relevant to make some points about the

4.1. Analytic Surfaces, Mainly VB/MM LEPS approach. London’s wdtkmay be considered to be

Valence bond (VB) potential energy surfaces include any an extension of the quantum mechanical Heitleondon
approach that involves the London equatibnyhich is a method of H to the triatomic H system. As mentioned
two-configuration VB treatment of a three-atom system with above, his treatment involves ordwrbitals. In 1931, Eyring
one actives orbital on each centét. The London equation  and Polany{’® proposed a semiempirical way to calculate
and its various extensions are, however, used much morethe Coulomb and exchange integrals appearing in London’s
broadly than just for such three-atom systems because theyequation. The resulting LondetkEyring—Polanyi (LEP)
lead to a convenient three-dimensional analytic form for a surface is a convenient empirical functional fotfLater,
PES with a simple reaction barri&rn order to treat a system  Satd®”:1%¢ added flexibility (one more parameter) to the
with more than three or four atoms, the London equation functional form, creating the LEPS model. The LEPS model
can be combined with analytic functions for the potential introduced a more reasonable way to obtain the required
energy of nonreactive degrees of freedom; the latter are Coulomb and exchange integrals from diatomic data; the
usually called molecular mechanics (MM). For example, method was first applied to triatomic aterdiatom systems
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but soon was also used as a starting point to construct theat carbon as it changes from tetrahedral to planar. The second
surfaces of polyatomic systems, often with more parameters.term in eq 26 is a product of a tabular functib€) and a
Thus, for polyatomic systems, we can speak of LEPS-type sum of five reduced Morse functions corresponding to each
surfaces, to distinguish them from the “pure” LEPS surfaces of the C-H bonds. The tabular function is used to attenuate
used for triatomic systems, and in all cases, these surfaceshe Morse curve and to calibrate the overall thermochemistry.
must be considered as semiempirical because they useThe variablet of the tabular function is the effective number
theoretical and/or experimental information in building the of hydrogens near to the carbon and is defined as
complete PES of the reacting system. The LEPS model with

the extra parameter set equal to zero is identical to the _ >

diatomics-in-molecules methd#-!'? The diatomics-in- &= Z Sri) (29)
molecules method has been extended tg @rtl CH, but, =

to the best of our knowledge, not to €H The second-to-last term in eq 26 controls the abstraction

The first full-dimensional analytic surfaces were proposed channel in the product valley. It consists of a product of two
by Bunker and co-workers and by Raff, however, their g,nctions U, which is the potential for collinear orientations
approaches in constructing the analytic surfaces Were quiteof the G-H—H moiety primarily involved in the abstraction,
different. In 1969-1975, Bunker and co-workéf$™''"  anqyy “which is the bend potential for deviation from the
proposed a series of three many-body, purely empirical ¢qlinear orientation. The last terny, gives a quadratic
surface§4116117that were used in trajectory calculations to repulsion between methyl hydrogens and the hydrogens

describe the tritium hot-atom abstraction and exchange gioms in H. The differences between the Valencich and
reactions. Their method did not involve the London equation. g nkei16 surface and the VBC surface are in the form of

The initial surface was created by Bunker and Pattédgill ) a1d in the inclusion ofUs. In later years, reactive
and was used to describe both the abstraction and substitutiorbotemim energy surfaces like this (not based oﬁ VB theory)

reactions. This surfaé®¥ was written as a sum of a reactive have been relatively infrequently employed, but it is possibie

potential, which included the interaction of the carbon, the 5t some of the non-London functional forms that have been
incoming tritium, and only one hydrogen reactive, and a jniroduced® 123 could be applied fruitfully to Cl

nonreactive potential, which included the rest of the non- = p4¢p approach to construct the GHsurfac&® was
reactive hydrogens in methane. The two hydrogens that formyitterent than the one employed by Bunker and co-workers,
H, were not treated as identical to the methyl hydrogens, 54 jt was based on an earlier study in which Raff é84l.
and thus, the symmetry of the methane molecule was notghqyeq that the two-body parameters of a semiempirical,
treated properly. By using Monte Carlo classical trajectory yq.-configuration valence bond surface were approximately
calculations, it was shown that considering only one H in ansferable from one three-body system to another. Later,

CH, to be reactive is unjustified and a severe deftt.  pait generalized those three-body semiempirical, two-
Valencich and Bunkét® removed this restriction so that alll configuration valence bond surfaces to generate a CH

hydrogen atoms were treated equivalently and designed ag,itacef3 This surface will be called the R surface. His
new surface that contains a different functional form than potential consists of a sum of four valence bond three-body

the initial surface. This new surface, which is similar to the P ; ; :
N o ~ terms (giving a stretching potential) plus a bend potential,
surface described below, was calibrated so that the classmaf (giving gp )P P

trajectory studies would agree with the experimental results V = V. ...nt Voend
for the hot-atom abstraction and substitution reactions. The
third surface was presented by Chapman and Bd#kamd, = V3(Ren, Reny RuHp) + Va(Ron, Ren, Rin) +
because it involves minor modifications of the Valencich
V. + V. +
and Bunke¥é surface as described below, will be called the 3(Rery ReryRegs) + VaRenyRen, Ris)
Valencich-Bunker—Chapman (VBC) surface. Vibena (30)
The VBC potential energy surface is given by a sum of ) )
terms where H is the hydrogen farthest from the carbon (i.e., the

incoming H atom), His the hydrogen closest to,Hand H

4 5 5 (1 = i = 3) are the remaining hydrogens, which are
Vo = F(g;) +DE) S M, +U,U, + U spectators.
vee Zl ]ZI 3979y ; ' AT : The functionVs(Rag, Rac, Rec) is a three-body potential
(26) obtained from a London equation, and it is a combination

of triplet and singlet two-body potentials given by
where indiced andj in the double sum correspond to the

five C—H bonds;Sis a switching function, V3(Rag: Racy Rec) = Qag T Qac T Qe —

1 12

S=9r)=1, r,<r, (27) {5 [(Jae — Je0)” + Fac = Jac)’ + (Gac — ‘JAB)Z]}
(31)
§=8r)=-M(r), r>ro (28) _
with

whereM(r;) is a Morse function and, = 1.09 A, which is 1 3
the length of a &H bond in methane on this surface; and Quy(Rey) = ['Exy(Ruy) + "Exy(Rey)l2 - (32)
F(¢j) is a tabular function depending upon the angle
between the €H; and C-H; bonds. The terms containing Jy (Rey) = ['Exy (Ryy) — ’Exy (Ry)l2  (33)

F(¢j) include the dependence on the-B—H bond angles
that do not disappear in the GH H, asymptotic limit and wherelExy and®Exy are the singlet and triplet potentials
are responsible for maintaining the correct local geometry for each of the X-Y interactions, with X-Y corresponding
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to A—B, B—C, or A—C. The singlet potential is expressed function betweerR, andR. + 6, whered is a small distance.

by a Morse potential of the form Second, an out-of-plane bend potenti), especially
important in the CH+ H, asymptotic limit, was added. The
1Exv(va) = DXY(l){eXp[_ZaXY(RXY - R\ — functional form used for this potential is the same as the

harmonic term used by Duchovic etat.in their surface
2 expl-oyy (Rey = Ry} (34) for the dissociation of methane,

and the triplet potential (in the original Raff surface) is given

3
by Vop = fA<Rc_H);AF (38)

3EXY(RXY) = DXY(3){eXp[_2ﬂXY(RXY - Rl +
2 exp[-Byy (Rey — Ry)l} for Ry < R* (35)

where

(ro=r)rg—ry N
I(ry=r)(rg—=ryl Iril

*Exv(Ray) = Cuy[Ray + Axy] €xp(=0xyRyy) wherer;, r,, andr; are the vectors between the carbon and
for R, > R* (36) the methyl hydrogens angh is the reference angle. Finally,
the discontinuity in the second derivative in the-B triplet

whereRyy is the distance between X and Y atori,, is interaction in the three-body valence bond terfis, was
e : ) O3 removed by replacing the functional by a cubic spline fit.
the equilibrium value of the distance, abfy, Dy, oy, Steckler et at?® also concluded that the R surface was
Bxv, Cxv, oxy, andR" are adjustable parameters. : : ¢
The bend potential is a sum of six harmonic terms that physically more reasonable and provided a more logical
can be written explicitly as starting point for designing new potential energy surfaces
phicitly for this reaction than the VBC surface.
13 13 In a study accompanying the one by Steckler et?l.,
V., == (0. — %2 + = (o — 92 (37 Joseph et dk°presented four new analytic surfaces that were
bend zjzlkl( ] ‘0) 2;1k1( ] ’0) (37) calibrated against the ab iniff9*132 and experimental
information (thermochemical data, vibrational frequencies,

A =cos* — ¢o(Re-n) (39)

and

where the first sum is over the three-€—H; angleso, reaction rate constants, Arrhenius parameters, and kinetic
between the methyl hydrogens and (Where H is the H isotope effects) available at the time. All of these four
atom in CH, that is the closest to the incoming H) and the surfaces, named as J1, J2, J2A, and J3, were constructed
second sum is over the three+4€—H anglesqo; involving starting from the MR surface, with the difference between

two methyl hydrogens. The calibration process for the R them being mainly in the way in which the new calibration

surface was based on semiempirical molecular orbital is made. Besides the calibrations, a few small changes were

methods (intermediate neglect of differential overlap, made to the functional forms in these surfaces. The reason

INDO,'? calculations) and ab initio quantum calculations, for these changes is that the way in which the singlet and

but, unfortunately, neither the geometry of the saddle point triplet curves were defined in both R and MR surfaces (the

nor its energy agreed with the best available ab initio results triplet repulsion decays faster than the singlet attraction) leads

at the time'’ to the presence of some spurious wells. The wells were
Steckler et at?® analyzed the VBC and R surfaces and removed on the J1, J2, J2A, and J3 surfaces by replacing

found that they are not appropriate for use in reaction-path the triplet potential in eqs 3536 by a functional form of

analysis or in variational transition-state theory (VTST) rate Sato for allRxy,

constant calculations. One requirement for the use of these

dynamics r?_ethodz is thatd tge potential er&ergyhsurfﬁc?/ Ir;)(;i:ngXY(RXY) = DXY(3){ exp[—20yy (Rey — RYy)] +

continuous first and second derivatives, and neither the

nor the R surface fulfills this condition. Steckler et'#l. 2 expl-ayy (Rey = Rey)T} (40)

modified these two surfaces, which will be called modified @) . .

VBC or MVBC in the one case and will be called modified Whereoxy and Dy are adjustable parameters aRgl, is

R or MR in the other. Most of the modifications were the €quilibrium XY singlet bond length on the R and MR

designed to have a minimal effect on the topology of the surfaces. The out-of-plane bending potential added in the

surfaces. For the MVBC surface, the tabulaf@;) and MR surface also includes a quartic term and is given by

D(&) functions were replaced by some functions that fit the 3 3

tabulated values in the important regions of the surface. In Vop = fA(RcfHI) Aiz + hA(Rcth) Ai4 (41)
=

addition, the switching functioB (eqs 27 and 28) presented
discontinuous second derivatives in the original VBC surface
and was modified with a patch centered just beyond the The original bend potential for the Raff surface and the
location of discontinuity. Another modified version of the Morse range parametessy were also slightly altered. The
VBC surface was used by Huang ef#lin a quasiclassical ~Morse parametetyy was allowed to relax from the methane
trajectory study of the abstraction reaction. limit to the methyl limit by using a switching function,

The MR surface differs from the original R surface in three B
respects. First, the discontinuities in the first derivative of tanhfc4(R — R)]+ 1
the R surface at equilibrium methane were removed by using Ocy = acy 1 by 2 (42)
an average of the four shortest-& bond lengths as a

variable and by introducing a polynomial fit to tfﬂ?(R) whereR s the average of the four shortest 8 bond lengths
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in the system. In addition, for surfaces J2A and J3, a more concluded that the second surface provides a better descrip-

complicated expression for thiéf), depending on th&cy, tion for the reaction, so the JG2 surface was used in their
was considered. The J1 surface is illustrated in Figure 2. quasiclassical trajectory dynamical calculations. The JG2
surface is illustrated in Figure 3.

Figure 2. Three-dimensional representation (upper plot) and two- H--H (A)
dimensional contour representation (lower plot) for the J1 sutfdce. Figure 3. Same as Figure 2, but for the JG2 surf&te.
Contours are equally spaced by 2 kcal/mol. The brokeiH@nd

formed H-H bonds are in A, and the rest of the internal coordinates . L
are relaxed. The J2 and JG2 surfaces were calibrated based on ab initio

results from the 1980s, so, in 1996, Espinosa-Gaand
Corchad&* recalibrated these surfaces in the light of more
recent and more accurate theoretical and experimental data.
The new surfaces that resulted were called MJ2 and MJG2,
and they were used in dynamics calculations employing

Jordan and Gilbel# further refined the surfaces proposed
by Joseph et df° and developed a symmetric potential
energy surface that was suitable for use in trajectory
calculations. Jordan and Gilbert took account of the fact that VTST. YUu® also reparameterized the JG2 surface: he

he hydrogen atom cl he incoming hydrogen at any. ; . X . .
the hydrogen atom closest to the incoming hydrogen at a Yincreased the classical (i.e., zero-point-exclusive) barrier

point during the reaction is not necessarily the same hydrogen,

atom that ultimately transfers during the reaction. To include me':%:](tefirr?c?; 1eon.3etgt15u.gnl'$21ll mgthzr;?cgfs%i\?tirtize sulrfaclze_
this aspect, they constructed a potential energy surface tha{ P 4 g calcuia
treats the four hydrogen atoms in methane identically. Ideally,
the potential energy surface should treat all five hydrogens
@dentically, and this is expected to be especially important description of quantum effects; this criticism was repeated
in the treatment of the exchang_e reaction. Because theb Kerkeni and Clary38 This is :crue for trajectory calcula-
exchange reaction requires very high energies, it should nOttigns as will be discuésed i section 5.4 ]but ngt for VTST
be imgorta(ljnt%thertm?llzlaccessaibtlﬁ enertgiefs,land itbwa(sj_no\/_l_s_'r with a transmission coefficient bésed on optimized
considered. The stretching an e out-of-plane bendin L . S .
potentials of Joseph et al.gare symmetric to ?nterchange ngmult|d|men3|onal tunneling includes quantum effects in all

19 InC em e
the four methane hydrogens and were used unchanged. Thgedrees of freetr:i]om and is qll“tel accufdté as d|scushsed

harmonic bending term was symmetrized using the original !N Section 7.1. Thus, VTST calculations provide a much more
functional suggested by Ra¥: reliable way to calibrate barrier heights than do reduced-

dimensionality calculations. Nevertheless, Yu's barrier height

13 4 of 15.0 kcal/mol is quite close to our current best estimate

Viarm= — Z Z kokikj(eij - 98)2 (43) (14.8 kcal/mol), which is discussed below.
25 5m Recently Varandas et & questioned the use of VTST
for fine-tuning potential energy surfaces for reactions like

The force constarit® must be attenuated so it will provide the H + CH, reaction. They pointed out that VTST
the correct asymptotic values, and Jordan and Gilbert calculation¥*®and multiconfiguration time-dependent Hartree
considered two ways to do this. The first choice, utilized in quantum dynamical calculatiot$'42often give quite dif-
the JG1 surface, was to use the form of Joseph &P hlit ferent results from reduced-dimensionality calculations. They
to make it symmetric with respect to all four methane argue that the reduced-dimensionality calculations involve
hydrogens, while the second choice, utilized in the JG2 larger regions of the potential energy surface and are,
surface, was based on the attenuation function proposed bytherefore, more reliable. They also state that accurate
Duchovic et al?® for the dissociation of methane. It was quantum dynamics is unavailable for more than four atoms.

ions. Yu attributed the low barrier on previous surfaces to
the fact that they were constructed by trajectory or VTST
calculations, which he claimed provided an incomplete
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This argument and this statement are incorrect, and theylation function formalism and VTST, but these are well-

deserve a critical review. The H CH, multiconfiguration justified theoretically?®141.144148and there is generally no
time-dependent Hartree calculatidis,**3based on the flux ~ reason to doubt their usefulness.)
correlation function approach of Miller and co-workéts!4> In 1999!° Espinosa-Garal pointed out that the JG2

represent converged quantum dynamical calculations of thesurface involves an out-of-plane potential that is not com-
thermal rate constant of a six-atom system for a given pletely symmetric with respect to the permutations of the
potential energy surface; they involve a limited region of four hydrogens atoms in methane, i.e., the surface depends
the potential energy surface not because of any approxima-on the permutations among the four hydrogens and, therefore,
tion but rather because they are efficiently formulated to take depends on the order in which the hydrogen atoms are listed
advantage of the observatidhthat thermal rate constants in the input data. Espinosa-G&¥ corrected this problem

of simple barrier reactions are dominated by short-time by modifying the original JG2 surface, and he recalibrated
dynamics in the vicinity of the dynamical bottleneck. The this new surface based on more recent theoretical calcula-
demonstration that VTST plus multidimensional tunneling tions. This surface was denoted PES-2002 in recent
calculation&*146 agree with the multiconfiguration time-  Studie$* >3 but is called EG here. The EG surface is
dependent Hartree calculations shows that they too giveillustrated in Figure 4. The EG surface is independent of
accurate results, as do earlier t&Stéor simpler reactions.
Therefore, comparison of the results of either converged
multiconfiguration time-dependent Hartree calculatiéher
VTST plus multidimensional tunneling calculatidffs'46to
experiment does provide a way to tune a potential energy
surface at least for the regions of the surface that are
important for thermal rate constants. It should go without
saying that calculations of thermal rate constants by any
method do not provide a way to tune regions of the potential
energy surface that do not have a significant effect on the
thermal rate constant. These dynamical methods are dis-
cussed more fully in sections 5.3 and 5.5, but here we simply
anticipate that one can test and tune potential energy surfaces
by the following two-step procedg’138first, one verifies

the accuracy of the very efficient VTST plus multidimen-
sional tunneling method by comparison to accurate quantum
dynamics for a given realistic (although not necessarily
quantitatively accurate) surface; then, one compares VTST
plus multidimensional tunneling to the experiment for a
variety of surfaces or for a set of surfaces containing
parameters. In this process, one should be very careful. One
could use an inaccurate or unreliable functional form for the
potential energy surface and adjust one parameter to get the H--H (A)

rate constant right at one temperature. This would probably jgre 4. same as Figure 2, but for the EG surfat.
not yield an accurate surface, although it would be a step in

the right direction. If instead one uses a realistic functional permutations of the four hydrogen atoms of methane. In a
form (§uch as the impli_cit potential energy syrface implied fjrst phase, one of us had applied the same methodology as
by a high-level electronic structure method with one or more tne starting point in developing other surfaces for similar
parameters), and one checks that a particular set of reasonablgymmetrically substituted hydrogen abstraction reactions of
parameters can yield the rate constant (gnd perha_lps othefhe type A+ CX, — CXs + AX, where A is the acceptor
experimental observables) for the all-protium reaction and atom and the X substituents have the same atomic number.

various isotopologs as functions of temperature, one cansp, one of us constructed surfaces for several six-body
expect that the surface under consideration is probably quitesystems, H+ SiH, 54 H + GeH,,4° OCP) + CH,,155

accurate, at least in the regions that have a significant effectF(2p3,2,2pl,2) + CH,,156157C| + CH,,158159Br 4+ CH,,1%°and

on the rate constant. (The reader should also be wary of othety + CCl,,162 and one seven-atom system, HOCH,.162
aspects of the article by Varandas et®lthat are too far  Recently, in a second phase, this strategy was extended to
from the main subject of this review for full analysis, but gas-phase asymmetrically substituted polyatomic reactions,
which deserve a few comments. For example, one shouldpeginning with the A+ CYXs reactive systei? and

be careful to note that the fact that trajectory calculations, following with the A+ CWXYZ reactive system$* where
which are not reliable for thermal rate constant, depend onthe W, X, Y, and Z substituents can be the same or different.
the whole low-energy part of the surface does not mean thatNote that, in the symmetrically as in the asymmetrically
the thermal rate constant depends significantly on the whole substituted PESs, the surface is symmetric with respect to
surface. Furthermore, trajectory calculations may well show the permutation of equivalent atoms in systems of type
more recrossing than quantal dynamics because of theirCW,X, or CYXs, which is very important for dynamic
failure to account for local zero-point energy at the dynamical studies. These surfaces provide generally excellent kinetics
bottleneck and because they involve overbarrier reaction evenand dynamics results. Various methods of creating and
when the accurate dynamics is dominated by tunneling. exploring global analytic potential energy surfaces have been
Varandas et al. also assert that one should doubt the statisticaleviewed recently by Espinosa-Ga@nd co-worker§5166
equilibrium aspects of the treatments of the flux autocorre- and otherg67.168
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4.2. Implicit Surfaces Defined by a Level of a special class of electronic structure theory methods includes
Electronic Structure Theory Pople and co-workers’ Gaussian methods (G2, G3, and
o i o G4)88-191  and multicoefficient correlation methods
At the beginning of section 4, we made the distinction (MCCM).192-1% These multiparameter and multicoefficient
between analytic surfaces and direct dynamics. We havemethods try to reduce the main sources of error in an ab
seen, however, that many of the Cahalytic surfaces have  jnitio calculation that are due to the truncation of the one-
been based on the London equation or extensions thereofg|ectron basis set and the truncation of the number of
When we recall that the London equation is the approximate excitations or configurations used for treating correlation
solution to a two-configuration valence bond configuration energied?2 In these methods, the electronic energy (extrapo-
interaction calculation, we begin to appreciate that the |ated to full configuration interaction, FCI, and a complete
distinction between analytic fits and electronic structure gne-electron basis set, CBS) is obtained as a parametrized
calculations is a slippery slope. However, much of the interest compination of contributions from various ab initio levels

in direct dynamics stems from using higher levels of of theory. We will not review here all electronic structure
electronic structure theory, either ab initio calculations or theory methods applied to the Glystemi?:60.130,131,197207

generally parametrized methods with more predictive value just those that have yielded significant results.

than the London equation. This distinction, too, is slippery, © An MCCM simultaneously extrapolates both the various
since one may start with a general parametrization and components of the correlation energy to FCI and the one-
introduce specific reaction parameté&$2’1“Nevertheless,  glectron basis set to the limit of CBS. The combination of
the more accurate the general parametrization is, the morerc| with CBS is called complete configuration interaction
likely it is that a specific parametrization will yield an (ccl). cCl s, therefore, equivalent to the exact solution of
accurate surface over a broad range of geometries on thene electronic Sctidinger equation. (We should not forget,
basis of limited input. Consider, for example, the difference though, that extrapolating to the CCI limit is still approximate
between reparameterizing a generally parametrized MM pecause the extrapolation itself is imperfect.) The extrapola-
method and reparameterizing a generally parametrizedtion js carried out by using a set of coefficients optimized
semiempirical molecular orbital theory (like AM1 or most {5 minimize the errors against a large database of thermo-
versions of density functional theory). In MM, if one wants  gynamic quantities, and several parametrizations are avail-
to include, for example, bentstretch coupling, one must  gp|e193.194.196.20820€ 5ch MCCM is associated with a coef-
explicitly include it. In molecular orbital theory, however, ficient tree that is a geometric representation of the electronic
it is there automatically. One should mention, though, that energy expression (with methods of increasing accuracy from
although electronic structure calculations allow a full inves- top to bottom and basis sets increasing in size from left to

tigation of reactive potential energy surfaces, many studiesyight). The coefficient tree for the multicoefficient QCISD
are devoted to only a few aspects of the surface. For example,

most of the studies of CHexamine only one or more
stationary points and possibly the reaction path or reaction C
swath. (A reaction swath, as defined elsewléfé}is the
union of the valley around the MEP with the additional set
of geometries on the concave side of the MEP that may be ¢
sampled by wave packets or semiclassical tunneling paths MP2
describing corner-cutting tunneling. This region is illustrated
for the CH; + HT reaction in ref 170.) c3
Molecular orbital (MO) based surfaces include Hartree QCISD
Fock (HF), density functional theory (DFT), and hybrid
density functional theory (HDFT). (Note that HDFT is the 6-31G(d) MG3
name given to versions of DFT in which some or all of the Figure 5. Coefficient tree for the MC-QCISD method.
local approximation to the exchange energy, based on the
local spin densities and their gradients, is replaced by HF (MC-QCISD) metho#® is given in Figure 5, and the
nonlocal exchange enerdit The latter is sometimes called  glectronic energy expression is
exact exchange, but it is not exact if the KettBham orbitals
are not obtained using an exact density functional. “Hybrid” EMmc-QCISD)= ¢, E[HF/6-31G(d)]+
is actually an unfortunate choice of adjective for HDFT AEIMP2IHE/6-31G(d) -
because it seems to make some readers think that HDFT is ¢, AE[ | (a)]
not actually DFT, and such readers label nonhybrid methods ¢, AE[MP2/MG3|6-31G(d)]+
as “pure”. A better way to distinguish nonhybrid and hybrid c3 AE[QCISD|MP2/6-31G(d)] (44)
methods is to call them “local” and “nonlocal”’. Since the
unknown exact density functional must be nonlocal, it is where MP2 denotes MgllefPlesset second-order perturba-
hardly “fair’ to call other nonlocal functionals “impure”.  tion theory’2173and the pipe [" notation is defined by
Nevertheless, the adjective hybrid is well-established jargon
in the field, and so we shall use it here.) Poldiartree- AE(L/B2|B1) = E(L/B2) — E(L/B1) (45)
Fock correlated wave function methods include perturbation
theory172-174 configuration interaction (CA>1"®and coupled  and
cluster theory’®18 These methods usually begin by cal-
culating delocalized MOs such as one obtains by restricted AE(L2|L1/B) = E(L2/B) — E(L1/B) (46) (46)
or unrestricted HF (RHF or UHF), but they can df$d8”
start from orbitals generated by DFT or HDFT (in either where L1 and L2 denote levels and B1 and B2 denote basis
restricted or unrestricted form). In addition to these methods, sets.

HF
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for CHs.*3” The version of HDFT used for the DFISRP
¢ ! HF implicit potential energy surface of GHs based on a
combination of modifiett! Perdew-Wang?? and HF ex-
e change energy with PerdewVang?'? correlation energy.
c3 This combination was previously parametrized in a general
<> ( > MF2 way for thermochemical kinetics applications, yielding the
MPW1K density functionat’® which has 42.8% HF ex-
c5 change. Since the MPW1K functional is already a reasonably
<>—O MP4SDQ accurate general parametrization for reactive potential energy
surfaces, only one parameter was changed fog, Gaimely,
the percentage of HF exchange, which was raised to 60%.
O MP4 The resulting density functional, which defines another
implicit potential energy surface for GHs called MPW60.
All three of these SRP potential energy surfaces for,CH
Q QCISD(T) namely, the MCG3-SRP, the MC-QCISD-SRP, and the
8 <9 MPW60 (which could also be called MPW1K-SRP), are
%\G\ \606 ’ QG"‘) expected to be quite accurate; although the MPWG60 surface
o o is not expected to be as accurate as the MCG3-SRP one, it
Figure 6. Coefficient tree for the MCG3 method. is very much less expensive to evaluate. Studies on implicit
surfaces and the results of these investigations are presented
Similarly, the coefficient tree for the multicoefficient G3  in section 6.2.
(MCG3) method®*in given in Figure 6, and the electronic

c4

€6

¢7

energy expression is 4.3. Interpolated Surfaces
E(MCG3) = ¢, E[HF/6-31G(d)]+ The development of interpolated surfaces is driven by the
¢, AE[HF/MG3|6-31G(d)]-+ need for an accurate and global potential energy surface to

be used in conjunction with dynamics methods that require

¢; AE[MP2|HF/6-31G(d)+ global information about the surface. The use of direct

c3 AE[MP2|HF/MG3|6-31G(d)]+ dynamics (as explained in the introduction, this refers to

¢, AE[MP4SDQMP2/6-31G(d)H- methods in which the information needed for dynamics is

} ) calculated on-the-fly by electronic structure theory without

Cs AE(MP4SDQMP2/6-31G (2df, p)6-31G(d)]+ the intermediacy of an analytic potential energy fit), although
Cs AE[MP4|MP4SDQ/6-31G(d)H possible, is computationally prohibited in some cases (es-

¢, AE[QCISD(T)MP4/6-31G(d)[+ Ego + Ecc (47) pecially for systems with many more electrons thansICH
by the cost of using reliable electronic structure methods.
whereEsois the spin-orbit energyEcc is the core correlation ~ So the use of an interpolated surface that maintains the

energy, and accuracy of the electronic structure theory PES with the
affordability of an analytic potential energy surface still has
AE(L2|L1/B2|B1) = AE(L2|L1/B2) — AE(L2|L1/B1) uses, at least for very small systems where fitting surfaces
(48) is still not impractical.

Collins and co-workers have developed a method for
generating molecular potential energy surfaces by interpola-
tion.214-220 The initial applications of the method involved
generating surfaces for four-atom reactive systems, and these

optimized for the hydrogen abstraction reaction, while the fggﬁ:g; vvtcre]ree Ceétsngi?rﬁgglr:n&;dﬁmestﬁ? de tﬁége(;t;rﬁ;?ms
other parameters retained their value from the general 9 y ’ ’ P

parametrizations. The MC-QCISD-SRP and MCG3-SRp ENergy atany configuration is given by Shepard interpolation,
potential energy surfaces have been constructed so thd-€- a weighted average of Taylor series around data points

classical barrier height has a value of 14.8 kcal/mol, which Where the potential energy and its derivatives are known
was the best estimafé of the barrier height. These surfaces,
along with other SRP surfaces, were used in conjunction with
variational transition-state theory with multidimensional V(Z) = Z ZWgoi(Z)Tgoi(C) (49)
tunneling contributions to calculate the rate constdhesd 9eG 1=
the kinetic isotope effect® that should be quite accurate . ] )
over a wide temperature range. where Ny is the number of molecular configurations, data
Until recently, density functional theory was not reliable Points, or reference points where the energy and its deriva-
for barrier height prediction. Local functionals tend to tives have been evaluateilis a set of internal coordinates;
seriously underestimate barrier heights, and even manyZ is the matrix of inverse distances(= 1/Ry), which are
hybrid functionals systematically underestimate tti#ém. preferred to the internuclear distanceS; denotes the
However, some modern functionals do much better, and theysymmetry group of the molecule, amgi denotes that the
may be used either for semiguantitative predictions on their ith data pointZ(i), is replaced by a data point transformed
own or as a starting point for SRP calculations. Thus, the by the group elemery. Each Taylor expansiom;, defined
SRP procedure has also been applied to HDFT calculationsby

Applications of the MC-QCISD and MCG3 methods to
the CH system have been carried tit*8in conjunction
with the specific reaction parametes®(SRP) methodology.
Here, a subset of the MCCM coefficients was specifically

Ng
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3N-6 vV the RCCSD(T)/aug-cc-pVTZ level of theof§:231 Xie and
T(8) = VI&()] + Z [C — &u] —‘ + Bowman further improved these surfaces in a follow-up
K= 98!l =iy study?3? Note that the 20 728 energy points used by Bowman
3N—6 3N—6 Py, and co-workers cannot be directly compared to the 80
— Zl Z [C— CIE — &) ‘ (50) Hessians employed by Wu and Man##&ln fact, it requires
20 & £ L ! agkagj = £ approximately 324 energies (324 is 18 squared, and 18 is 3

coordinates per atom times 6 atoms) to compute a Cartesian-
coordinate Hessian, and 324 times 60 equals 19 440.
Therefore, the efforts are comparable.

Note added in proof: Very recently, Minkoff, Thompson,
Wagner, and co-worket®441 reported major progress in
using interpolating moving least squares for fitting potential
energy surfaces sytematically.

where N is the number of atoms in the system, has an
associated normalized weight functian which weights the
contribution of the Taylor expansion about each of Z{g
data points to the total potential energy at the configuration
Z. The form of the weight function assigns a larger weight
to the data points that are closerZpand various forms of
the weight function have been propogétR?t223 , . . .
The initial data set is typically located along the MEP. 4.4. Multiconfiguration Molecular Mechanics
Successive improvement of the PES is achieved by addition Multiconfiguration molecular mechanics (MCMRAF-235
of new data points whose locations must depend on theis a dual-level method that combines molecular mechanics
properties of the PES and the dynamical process beingpotentials and their simplicity with electronic structure
considered. These locations are chosen in the regions of thenformation and its accuracy to create a semiglobal potential
configuration space that are important for the dynamical energy surface. The BorrOppenheimer potential energy at
process of interest, in particular in regions identified by a geometry defined in internal coordinatgss given by the
running a large number of classical trajectory calculations. |owest eigenvalue of a % 2 electronically nonadiabatic
(The method could also be applied with quasiclassical Hamiltonian matrixV:
trajectories.) Collins and co-workéf found that energy,
gradient, and Hessian calculations at 160800 geometries (V@) Vi(a)
are necessary to build an accurate surface (relative to the V= Viq)  Vox(Q)
analytic surface that provided the data points in that study);
this is about five times more data points than are necessary The diagonal element¥;; and Vs, of the matrix are given
to construct an accurate Qigurface (where Oklis a the by molecular mechanics potentials for the reactant and the
system composed of one oxygen atom and three hydrogemproduct configuration, respectively. Thig, element is called
atomsy:t>-2 the resonance energy function or the resonance integral and
The interpolated surface of Collins and co-workéris a is obtained by Shepard interpolation of quadratic expansions
extension of this method to polyatomic systems. The at a small number of points where electronic structure data

interpolation of the local Taylor expansions is done in gre available. The lowest eigenvalue of mawvixs
internal coordinates. The interpolated £Kurface was

compared with the analytic surface used to get the grid-point V(q) =
information, which is a modification of the original JG2 > >
surfacé® that is completely symmetrized and is invariant Y11(@) T V22(a) — \/ [V1(@) — V()] + 4V (@) (52)
with respect to inversion. Upon the modification, the 2
modified JG2 surface has a slightly higher barrier and a ) ] o
slightly higher CH + H, asymptote than the original JG2 MCMM is essentlglly a combllnatlon of_ elements drgwn
surface. No comparison with experimental rate constants wasffom five computational techniques: (i) the combined
made. guantum mechaniesnolecular mechanics (QM/MM)
Another interpolated Ckisurface was created by Takata Methodi*1262%2%(i) semiempirical valence bond theot,?% ¢/
et al.?22 who modified Collins’ metho#+22 py using a  (ii)) Chang and co-workers’ method of estimatig, in
modified Shepard interpolation meth&d:2°Takata et at?? empirical valence bond calculatioff$>° (iv) the use of
constructed a 4-dimensional surface with §/mmetry and ~ redundant internal coordinaté% 2> to represent low-order
used it in investigating the abstraction reaction. The authors €xpansions of potential energy surfaces in internal coordi-
used 400 data points at a low level of theory, UHF/6-31G- natesi**and (v) the Shepard interpolation mettt>*The
(d,p), to construct this surface. method has been applied in conjunction with variational
Wu and Manth&3 created a series of interpolated surfaces fransition state theory calculations that included multidimen-
employing Shepard interpolatidi:?2!They used a statistical ~ Sional tunneling contributions for a number of unimolecular
approach to select the geometries at which input data areand bimolecular hydrogen transfer reactigfis?3°25+25
specified and added data until they obtained reasonableMCMM may be considered to be an extension of molecular
Convergenceywhich required about48) Hessians. Manthe mechanics to chemical reactions. It has been Compared
and co-worker®6227 |ater developed a highly accurate elsewher” to other methods (for example, the methods of
interpolated PES based on about 50 data points obtainedRaff®and Warshel and We#$) that share some of the same
using coupled-cluster theory with single and double excita- elements.
tions and with a quasi-perturbative treatment of triple  The relationship of MCMM to the combined QM/MM

(51)

excitations, CCSD(T), methodology. method may be illustrated by writing
Kerkeni and Clary developed surfaces from a minimal ‘
number of grid points using a fitting procedure in hyper- V(@) = V™M) + Ve a) (53)

spherical coordinate$® More recently, Bowman and co- cactiv ) )
workers used invariant polynomial methd€2%to develop ~ Where V*™{q) is the part that depends ojp and
two interpolated Clisurfaces by a fit to 20 728 energies at  Vhe“®9q) is the rest. Then, eq 51 becomes
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vReEhegy  Vo(q) potentials?2120.261.262,264.265,26272 Several different schemes
V= Vl \Reactvg i | T Vohee®q) (54)  forlocating such paths have been develdjeto26727386.27277
10) 2 {a) with some of these methods being applied to investigate CH

surfaceg827427627"The great advances in this field, and

The first term in eq 54 may be considered a two-configu- therefore the possibility to study more and more complex
ration VB treatment (of which London’s method is a special systems, were due to the development of analytical gradients
case) of the reactive subsystem. Thus, MCMM, given by eq of the potential energy surface initiated by Pulay’s pioneering
51, is closely related to the combined QM/MM method of \work278 and continued by Mclver and Komornick®-28%and
eq 54. later by the development of analytical second derivafit%e3®

One difference between the Shepard interpolation schemea|| current work employing reaction paths owes a debt to
of Collins and co-workers, as employed by Manthe and co- the pioneering work of Hofacker and co-work#&P<8¢ and
workers??3227and the MCMM schenté® 235254256 that also Marcus27
uses Shepard interpolation is that Collins’ scheme interpolates  Modern variational transition state theory (considered
Vi1(q), in the notation of eq 51, whereas MCMM interpolates pelow) is usually based on a curvilinear reaction-path

Vi2(q), which makes it much more efficiefft formalism25°252hecause the original polyatomic generaliza-
tions%8287 are based on rectilinear coordinates, which are

5. Methods for Applying Potential Energy not as physical as curvilinear coordinates and sometimes lead

Surfaces to Chemical Reactions, Especially as a to unphysical (even imaginary) frequencies.

Means for Investigating the Performance of the Taketsugu and Gordé# introduced a reaction-path

Surfaces Hamiltonian that is based on a reaction coordinate and a

) . ) ~curvature coordinate. A two-dimensional “reaction plane”
This section presents several methods used to investigatgs determined by the path tangent and curvature vectors. This
reactive potential energy surfaces in general and the CH scheme was proposed for the case where a reaction path has

potential energy surface in particular. a sharply curved region. The authors applied their new
. . scheme to the CH+ H, — CH4 + H reaction.
5.1. Stationary Points More recently, Konkoli et a3®° investigated the mecha-

The investigation of potential energy surfaces is almost Nism of the CH+ H, — CH, + H reaction using the unified
always initiated by locating stationary points (i.e., determin- reaction valley analysis (URVA}*>*based on the reaction-
ing their geometries and their relative energies), in particular Path Hamiltonian of Miller et at®® and the generalization
local minima, which correspond to optimal molecular Of the adiabatic mode concept introduced by Konkoli and
structures, and saddle points, which correspond to structure0-workers?*~%¢ The authors distinguished five reaction
with zero gradient but with a negative force constant in one Phases: the reactant, the reactant preparation, the transition
direction. In the case of the Gigurface, the stationary points ~ State, the product preparation, and the product. The strength
of interest are the saddle points for the abstraction and Of this method is that it combines the analysis of properties
exchange or substitution channels and the van der Waalsthat were previously only separately or not at all investigated

wells corresponding to H and GHbr to CH; and H. in connection with the original reaction-path Hamiltonian,
namely, energies, geometries, internal forces, electron density
5.2. Reaction Paths and Reaction-Path Dynamics distribution, vibrational modes, reaction-path vector, and

_ _ , , curvature vector.

The simplest picture of the reaction process is that of  ouiuno and co-worke?2:29 proposed a reaction-path
Eno_ﬂpn along a “reac:nllo_n path”, usually taken as the pamjtonian described with a reaction coordinate and
minimum energy path” linking the reactants, the saddle qyasirectilinear vibrational coordinates that are constructed
point, and the products. The MEP is a path that traces out asom a nonlinear combination of curvilinear internal coor-
valley floor on the PES, along a valley that rises to the saddle 4iates. This method was expected to be more useful for
point and is continued by another valley down to the (eaction-path dynamics under the zero-angular momentum
products. Useful dynamics calculations may be based ONassumption and was used to investigate the €H;, — FH
knowledge of the PES in these valleys, and, e.g., one may cH, reaction. Natanso#? however, pointed out the
use variational TST or methods based on the reaction-pathgypjicit relations between Okuno’s projected covariant Hes-

Hamiltonian. Such methods also form a starting point for gjan matri952%and the projected Cartesian force constant
more sophisticated methods to evaluate tunneling contribu- yatrix utilized in the Cartesiaf 287 formulation.

tions. ling 298 i i
, , L Billing2°® applied the reaction-path method for the £H
These methods begin with the definition of the path gy qrem to investigate dynamics quantities for the-HCH,
variously known as the MEP or intrinsic reaction path or _3 H, + CH; reaction based on information along the
intrinsic reaction coordinate (IRCY? 2*°which are allnames  a5cfion path.

for the path of steepest descents in mass-weighted or mass-

scaled coordinate8!~2%> Mass scaling or mass weighting 5 3 Transition State Theory and Variational

the coordinates is done to make the reduced mass indepen—rransition State Theory with Multidimensional
dent of the direction of motion with no cross terms in the Tunneling Contributions

kinetic energy; any coordinate system where this has been
accomplished is called isoinertial. The original paper that Variational transition state theory with multidimen-
used the language of IR€ did not contain the mass scaling sional tunneling contributions (VTST/MT) is a powerful
and does not correspond to the current universally acceptednethod for investigating chemical reaction dy-
definition. We prefer the abbreviation ME®264.265or the namicst06120.148,265271,23806 The gverage errors for the VTST/
isoinertial path of steepest descent. The MEP is especiallyMT-calculated rate constants as compared with accurate
suited to dynamics calculations based on reaction-pathquantum data for triatomic reactive systems were shown to
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be ~30%2147 Similar or smaller errors were found also for are multidimensional and that the tunneling coefficients also
the H+ CH; — H, + CHjs reaction when comparing the include the nonclassical reflection contributions at energies
VTST/MT rate constant to accurate full-dimensional quantum above the classical barrigf. The ZCT and SCT approxima-
mechanical results on the same potential energy sutfaté. tions only require PES information in the valley around the
The canonical variational transition-state theory (CVT) rate MEP, whereas the LCT andOMT approximations require
constantkCVT, is obtained by variationally minimizing the data in a more extended part of the reaction swath. There

generalized transition-state (GT) rate consta&t, with are a large number of studies on thetHCH, — H, + CHj3
respect to the position of the generalized transition state reaction and the reverse reaction employing VTST/
along the reaction Coordinéﬁé120,148,265,393305 MT'126,129,134,137,138,140,146,150,199,200,3aﬁhd these studies are

ot or reviewed in sections 6 and 7.
K =mink” (T, 55 . . . .
(M s (T.9) (°5) 5.4. Classical Dynamics and Quasiclassical

where the reaction coordinasas the signed distance along TraJeCton.eS . . . . :
the MEP in the isoinertial coordinate syst&f#in which all A quasiclassical trajectoty? (QCT) is a classical trajectory

coordinates are scaled to a common reduced mass. Thdhatis initiated with a quantized value for the rovibrational
conventional transition-state thed/(TST) rate constant, ~ €Nergy, but the propagation is treated classically; after
KTST, is obtained by locating the transition state normal to collision, the rovibrational levels of the products (which form
the imaginary-frequency normal mode at the saddle point a continuous distribution because of the classical propagation)

s= 0). The CVT rate constant includina tunneling is then areldetermined by comparing the unquan_tized classical action
éjiven )by g g variables to the set of allowed (quantized) valg@s®??

Several procedures to include the quantization of the poly-
KEVTMT _ | CVT/MT| CVT (56) atomic vibrations in combination with quasiclassical trajec-
tory calculations on various PESs have been presented and
where «®VT™T is the transmission coefficient and is given analyzedf?4330

bys04 QCT calculations are a powerful tool for the dynamical
simulation of reactive systems, although they usually provide
(EVTMT — L ” d(E/RT)PMT(E) less accurate rates than VTST/MT because of the loss of

vibrational quantization during propagation. The QCT method
exp{—[E — V.2V (M)IRTY (57) has been widely used in the study of triatomic and tetratomic

systems and less widely used to study larger systems, because
wherePMT(E) is the ground-state multidimensional tunneling of the quantization difficulty for both final and initial
(MT) probability at energyE, s-¥'(T) is the location of the  state31.325328he expected low accuracy-to-cost ratio, and
dynamical bottleneck &F, andR is the gas constants is the scarcity of reliable potential energy surfaces.
the vibrationally adiabatic ground-state potential energy curve  On CHs analytic surfaces, classical trajectory studies were
and is the sum of the potential energy along the MEP, carried out by Kuntz et af and by Bunker and co-
Viver(S), and the zero-point energies for the normal coordi- workersi* 117 In one of these studies, Chapman and
nates perpendicular to the reaction coordinate. For a nonlineaBunkef!” introduced some quantization in the reactant

system, this is given in the harmonic approximation by ~ Vibrational energy by performing a quasiclassical trajectory
study for the reverse GHt H; reaction. QCT studies were

SNatoms™7 q also carried out by Raff Jordan and Gilbef® and Huang
VE(9) = Vyesl(S) + PO (58)  etall?
= More recently, QCT calculatiofs81-230 have been used

h is the f f lized | mod to understand various aspects of the stripping mechanism
wherewn(s) is the frequency of generalized normal mode ,pcerveqd for the H- CD, reaction and the state-to-state

mat locations along the MEP antlaomsis tfg}e total number 4y namics properties at various collision energfeand to

of atoms in the reactive system. Finall,® is the higher  analyze the product energy partition and rovibrational

of the V§ at the reactants and that at the products. In distributiort>! or the product angular distributiéi for the

principle, we should include anharmonici;3°® and in H + CD, reaction.

practice, one often does this for simple reactt&hand for Two other QCT studié8?23lwere carried out to quantify

torsions in complicated reactiof®; 32 however, the inclu-  the role of the G-H antisymmetric stretch mode in methane

sion of full anharmonicity in polyatomic reaction dynamics on the reactivity and state-to-state dynamics for the-H

is still mainly a subject for future study. We note, though, CH, reaction. In spite of very different surfaces used, both

that anharmonicity in the reactants often largely cancels studied5223*found similar enhancement of reactivity with

anharmonicity at the transition state for reactions without respect to the methane ground state, results also in agreement

torsions, such as H CH,. with experimental observatiofi$é.This is encouraging be-
The ground-state tunneling probability and, therefore, the cause quasiclassical trajectories suffer from unphysical loss

transmission coefficient can be calculated using various of initial state-specific quantization. As an example, after

semiclassical approximations: the zero-curvature tunneling 25 fs, only 80% of the energy initially deposited in the

(ZCT) approximatior};}’:264304313the centrifugal-dominant  asymmetric stretch of CHemains in the mode excited, even

small-curvature semiclassical adiabatic ground-state tunnelingin the absence of a collisicii this unphysical decay is due

(called small-curvature tunneling or SCT) approxima- to approximation of classical propagation.

tion 313314yversion 4 of the large-curvature tunneling (LCT) .

approximatiorf,147.313315316and the microcanonically opti-  2-9. Quantum Dynamics

mized multidimensional tunnelinguOMT) approxima- Quantum reactive scattering calculations can be classified

tion.>147Note that the SCT, LCT, andOMT approximations  as involving time-independent and time-dependent meth-
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ods3! One time-independent approach is based on coupled-effective potential, in a way similar to earlier treatments of
channel representations of the wave function that leads toatom—diatom reactiong+353-356
coupled, second-order differential equatié#slhe solutions The generalized reduced-dimensionality method, devel-
of these equations give the entire state-to-state scatteringoped originally for reactions of type X YCZ3; — XY +
matrix at a given total energy. Another effective alternative CZ; by Palma and Clar§?” was used, for the H- CH; —
to coupled channel methods for reactive scattering problemsH, + CHj reaction, in a four-dimensional study by Palma
is the use of variational theory in which the scattering matrix et al3*” and in a seven-dimensional study by Yang eal.
is obtained directly from the wave functig#® In the time- The seven-dimensional study assumes that nonreacting CH
dependent methods, the scattering matrix is obtained by themaintains a @ symmetry during the reaction. Kerkeni and
use of wave packets for a range of energies, from a singleClary!3¢:3%9 developed another reduced-dimensionality pro-
initial energys33* cedure to calculate approximate rate constants for chemical
Both time-independent and time-dependent methods scalgeactions from hyperspherical quantum scattering using a
exponentially with the number of degrees of freedom and, minimal number of electronic structure calculations and
in addition, become more expensive as the total angularquantum-dynamical computations. This method utilizes a
momentum increaséd Because of this impediment, a Smooth interpolating functional developed in the hyper-
number of approximate methods called reduced-dimensional-spherical representation. The methodology was applied to
ity methods have been develop8These methods scale the H+ CH; — H; 4+ CHjs reaction**33%the D+ CH, —
much less drastically with the number of degrees of freedom DH + CHs reaction3®® and the Mu+ CHs — MuH + CH;
and the quantum numbel The basic premise in these reaction’® where Mu represents muonium, an ultralight
methods is to treat a subset of all degrees of freedom (i.e.,isotope of hydrogen.
the most coupled ones) by rigorous quantum methods and Szichman and Ba# used a different approximate ap-
to treat the remaining, weakly coupled degrees of freedom proach, i.e., a five-dimensional quantum mechanical method
by a variety of approximate methods. These approximate that employs the infinite-order-sudden-approximation method
methods apply to all observables, but the emphasis in thefor the methane rotations. (It is known from earlier work on
present review is on the thermal rate const&hts® simpler reaction$3that this is usually less accurate than the

Quantum dynamics methods employing flux correlation Vibrationally adiabatic approximation.) _ _
functions are a powerful theoretical tool because the flux The first full-dimensional guantum-mechanical calculation
correlation functions allow a direct calculation of rate Of the thermal rate constant for the-HCH, — H, + CH,
constants without requiring the solution of a full scattering reaction was reported by Huarte-Lafega and Manth&?
problem. The rate constant of a chemical reaction can beThis initial report was subsequently followed by other
calculated from flux correlation functiofi§3*as well as  studies}*142226.33%ncluding a correctiotf?to the original

from state-to-state reaction probabilities, cumulative reaction calculation. Huarte-Larfaya and Manthe used flux cor-
probabilities, or reaction cross sectici:342 relation functions to calculate the rate constant from dynam-

A number of quantum dynamics studies, both accurate and!CS Ol in the strong interaction region of the PES without
approximate, have been reported for thetHCH, — H, + including the asymptotic regions. Time propagation was

CH, reaction and some of its isotopic variants. Earlier achieved by using the multiconfigurational time-dependent

368 i i
guantum dynamics studies on the £3ystem were reduced- Hartree approach =% in which the wave functions are

dimensionality studies in which the system was treated as aexpanded asa qllrect product bz_15|s of smg!e-varlable time-
linear four-atom system H- HCX — H, + CX. Taka- dependent functions. The equations of motion are obtained

yanag# carried out a three-dimensional scattering calcula- from the Dirac-Frenkel variational principle to guarantee

tion in which the CH moiety was treated as a pseudodiatom the (_)ptlmal choice of_those s_lngle-pamcle functions. More
CXin which X is a pseudoatom with the mass of ldcated detalls can be fou_nd in a review of the metff6d. e

at the center of mass of this three-atom subsystem. The effect Wang also studied the GH- H, — CH, + H reactiori

of all degrees of freedom was included by an energy-shifting 2nd two isotopic reactiofi using time-dependent wave-
approximation. The rotating bond umbrella approximation Packet propagation calculation. In these six-dimensional
was used in four-dimensional studi®$“of the abstraction ~ Studies, the system is treated as a diatatiatom reaction,
reaction employing time-independent quantum scattering @"d @ full-dimensional quantum dynamics calculation is
calculations. The four internal motions included in this model C@rried out for this pseudodiatendiatom reaction.

were the H-C and H-H reactive bond stretches, the .

umbrella-type mode of the Gror CH, fragment, and the  2-6. Other Dynamics Methods

rotational mode of Cki(bending mode in Ckj. Transition-state theory with temperature-dependent effec-
Another model, the semirigid vibrating rotor target model,  tive potential energy functions derived from a quantum

was used in time-dependent wavepacket calculations. Four-mechanical path integral analysis was used by Goodson et

dimensionaP*>-347 five-dimensional (which includes one al372to calculate the rate constant for thetHCH, — H, +

additional vibrational mode, i.e., the umbrella mog&)+° CHjz reaction. More recently, Zhao et#F.carried out a path

and six-dimension&i®3!studies were reported. In the six- integral calculation of thermal rate constants within the

dimensional study of Wang and Bowm#fthe systemwas  quantum instanton approximatiBafor the H+ CH; — H,

treated as a rotating-atom triatom reaction system, and a full+ CHj; reaction.

dimensional quantum calculation was carried out for this

pseudoatorttriatom reaction. The approximate reduced- g Theoretical Investigations of the CH 5 Potential

dimensionality quantum approaches used by these workersEnergy Surfaces

and others in the investigation of the H CH; — H, +

CHs reaction were reviewed by Bowmd. In these The quality and accuracy of calculations of chemical

methods, some degrees of freedom are included only as arreaction dynamics is strongly dependent on the quality of
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Table 4. Saddle Point Geometries and Energetic Parameters for the Forward, H- CH; — H, + CHj3, and the Reverse, CH + H, —
CH4 + H, Abstraction Reactions'

surface  Ruu® Reh, Rew Orich, v ZPE Vi Vi AE AHy;  AH,  AHo ref

R 0783 1598  1.094  113.6 5.6 93

MR 0.783  1.61 1.10 1395 26.7 6.8 106 —3.8 5.9 128 -68 126

MVBC  0.905  1.84 1.10 3672 28.6 10.2 8.0 21 10.8 137 —29 126

J1 0.900  1.346  1.096  106.6 989 26.5 130 102 2.8 122 12.2 00 129,431
12 0.896  1.353  1.097  106.4 966 26.2 12.7 9.9 2.8 11.6 11.6 0.0 129,431
J2A 0.910  1.34 1.10 1302 26.1 133 105 2.8 12.1 12.1 00 129

J3 0.900  1.35 1.10 1088 26.2 129 101 2.8 11.8 11.8 0.0 129

JG1 0916  1.327  1.094 1074 1093 26.2 10.9 8.2 2.8 9.8 9.9-0.1 133

JG2 0916  1.327  1.094 1074 1092 27.3 10.9 8.2 2.8 10.9 11.0-0.1 133

MJ2 0.948  1.328  1.096  107.4 1390 26.1 138 110 2.8 12.7 12.6 01 134
MJIG2 0939  1.335  1.094 1072 1363 26.5 143 109 3.4 12.5 12.9-0.4 134

EG® 0931  1.331  1.095 1293 26.5 129 101 2.8 12.1 12.1 0.0 150

aDistances in A; angles in degreeg;in cm™%; ZPE, Vi, V¥, AHg,, AHp,, AE, andAH, are in kcal/mol V¢ and V;* are the classical barrier
heights for the forward and the reverse reactions, respectiseij; andAHé, are the enthalpy of activatiori @ K for the forward and the reverse
reactions, respectivelysE is the classical energy of reactiofiH, is the enthalpy of reaction at 0 RH; is the transferring hydrogen atomNote
that theRy, and Rery, bond lengths are in error in the original pap#r.

the potential energy surface. Furthermore, the feasibility of and/or dynamics data, or both. A characteristic parameter
different kinds of dynamics calculations depends on the of a potential energy surface, easy to calculate and practical
amount of PES data available. Thus, if only the most relevant for direct comparisons between various surfaces, is the
stationary points (reactants, products, and saddle point) areclassical barrier height. Table 4 lists the classical barrier
available, conventional transition-state theé6ty’® can be height and some other saddle point characteristics on various
used, and it gives a qualitative description of the rate analytic potential energy surfaces.

constants and their temperature variation. However, conven- - Gorin et al® developed the first global surface for the
tional TST is unreliable. If such a comparison is made with gpeiraction and inversion reaction channels. The barrier
a good outcome, it may result from cancellation of errors. heights of 9.5 and 37 kcal/mol, respectively, were in fair

To ease the task of using more reIiab]e f"et.ho.d& Sev.eralagreement with experimental data, but the PES also had an
algorithms have been developed to obtain kinetic information unphysical CH—H—H well with a depth of 8 kcal/mol.

with the minimum of electronic structure calculations. Thus,
Gray et af”” and Carrington et &8 employed quadratic The BEBO PES of Johnston and P&was used to study

interpolation on unimolecular reactions, and several inter- the abstraction reaction, obtaining an activation energy of
polat[i)on methods have been developed to ameliorate the costt kcal/mol. Arthur and co-workefS™'* also used BEBO
for triatomic®”® and polyatomic bimolecular reactiof:380 and concluded that the original BI_EBO method gives rate
More accurate information can be obtained from the constants smaller than the experimental values, and this
knowledge of the PES in the reaction valleys (defined above), disagreement was corrected by introducing a modification.
and this permits one to use reaction-path metR&tRs! Their results suggested that tunneling contributions do not
variational TST0L382383 and zero-curvature and small- @ppear to play a significant role for this reaction.
curvature multidimensional methods to evaluate the tunneling LEPS and BEBO surfaces were used in the work of Kurylo
effect>147.313316 These reaction-valley methods can be very et al?® and Shapiro and WestéA,who calculated rate
accurate in many cases, and since their requirements for PE®onstants using TST. Kurylo et #.determined the H+-
information are intermediate between only knowing station- CH4/D + CHj, kinetic isotope effect, while Shapiro and
ary points and knowing a full PES, reaction-valley ap- Westort® looked at CH + H./CHsz + D, CDs + Ho/CH3 +
proaches are particularly practical methodologies for poly- D,, and CH + HD/CHs + DH kinetic isotope effects. Both

atomic reactions. _ ~ studies compared the theoretical results with experimentally
If one also knows the PES in the more _extended reaction determined ones. Both methods lead to similar predictions
swath, one can also carry quDMT calculations;*4’which and slightly underestimated the experimental results. When

are more reliable when tunneling is important and the MEP the one-dimensional Eckart tunneling correct®is applied,

is very curved. The direct dynamics approach was originally the agreement becomes poorer. The surfaces gave geometric
employed for classical mechanical dynamics calcula- and energetic saddle point properties that compared poorly
tions?37:38+388 and, since then, it has received a great amount wjth the best ab initio calculation at that tirkeso the poor

of attention®®383%2 Finally, if a global surface is available  agreement with the experimental results could have been
as an analytic function of the coordinates of the system, foreseen.

cIassucaI orquasu:_lassmal trajectory calculations orquantum g v er 20 co-workehsd 117
dynamics calculations can be carried out to provide detailed
dynamics information.

performed classical trajec-
tory studies on the H+- CH, reaction and some isotope
variants, using a series of improved surfaces that culminated
- in the VBC surface. Using the VBC surface, Chapman and
6.1. Analytic Surfaces Bunket!’ performed a quasiclassical trajectory study of the

Several laboratories have constructed global surfaces forreverse CH + H; reaction. They found an abstraction/
the H+ CH, = H, + CHs reaction using functional forms  exchange ratio in agreement with the ratio to be between 3
or fitting techniques based on a variety of electronic structure and 4 found experimentally by Chou and Rowl&d° At
calculations. Usually, these surfaces are semitheoretical orapproximately the same time, R¥ffstudied the same
semiempirical in nature, or both, because they include abstraction and exchange mechanisms of hot tritium atom
parameters that are chosen either on the basis of othewith methane using quasiclassical trajectory calculations on
theoretical studies or to reproduce some experimental kineticsthe R surface.
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In 1987, Truhlar and co-worke§ reviewed the VBC and  further investigated the stereodynamics and the effect of
R surfaces for the abstraction mechanism and concluded thatotational and vibrational excitation of the reactants on the
neither of these surfaces was realistic enough for quantitativereactivity. Furthermore, Wang and Zhafg*° used a
studies of the dynamics, especially for calculating forward generalized version of the semirigid vibrating rotor target
and reverse rate constants using VTST. New surfaces,model that includes one additional vibrational mode, i.e., the
MVBC and MR, were proposed and were used in VTST/ umbrella mode. Wang and Bowntahused also the JG2
MT calculations. In a second papé? Joseph et al. presented surface to carry out a six-dimensional time-dependent
a series of improved semiempirical surfaces, the J1, J2, J2A,quantum calculation for the H CH, — H, + CHj reaction
and J3 surfaces. These surfaces have classical barrier heightand for the zero total angular momentum. In this study, initial
for the abstraction reaction ef13 kcal/mol, which is higher  state-selected reaction probabilities, the cumulative reaction
than the values for MR and MVBC surfaces (Table 4). The probability, and the thermal rate constant were determined.
J1, J2, J2A, and J3 surfaces were used, in conjunction withWang® reported six-dimensional, time-dependent wave-
VTST/MT calculations, to investigate the abstraction mech- packet propagation calculations for the reverse; GHH,
anism. The best surface of the series, J3, was found to— CH, + H reaction. The initial state-selected reaction
reproduce quite well experimental data available at the probability, cumulative reaction probabilities, and thermal
time: rate constants for the forward and reverse reactions,rate constant were calculated. A follow-up study determined

activation energies, and kinetic isotope effects. the same dynamics quantities for the isotopic reactiong CH
The J1 surface proposed by Joseph ef%lvas later ~ + HD and CH + D,.3"
employed in a study of the GH+ H, — CH,4 + H reaction Palma et a#>’ carried out a quantum dynamics study using

by Fernandez-Ramos et®#f.In this study, QCT, using a  a generalized reduced-dimensionality method. Two methods
linearized semiclassical initial-value representation method, of converting the reduced-dimensionality reaction prob-
and VTST/MT calculations of the rate constants and the abilities into rate constants were considered, one in which
kinetic isotope effects were carried out to compare the two an energy-shifting correction is performed using the vibra-
theoretical methods. The rate constants were similar at lowtional frequencies of the reaction complex at the classical
temperatures but show some differences at higher tempertransition state and the other in which the correction is done
atures. using the frequencies at the vibrationally adiabatic transition
In 1995, Jordan and Gilbé# introduced two new  state. The rate constants obtained using generalized-transi-
surfaces, JG1 and JG2, and performed quasiclassical trajection-state frequencies were found to be in much better
tory calculations on their new surfaces. As shown in Table agreement with the full-dimensional results of Huarte-
4, the properties of the saddle points on the two surfaces arelarrafega and Manth&!1433¢%Another reduced-dimensional
very similar. The authors considered JG2 to be the better ofapproach was used by Szichman and Béein this five-
the two surfaces, and this surface was used in QCT dimensional quantum mechanical study, total reaction prob-
calculations. In these calculations, it was found that only the abilities, cross sections, and temperature-dependent rate
methane symmetric stretch mode couples to the reactionconstants were calculated and strong non-Arrhenius depen-
coordinate. dence and pronounced tunneling effects were found at low

As pointed out in most of the studies to be discussed, the t€mperature.
JG2 surface is not accurate enough (i.e., it has too low of a Yang et aF%® carried out a seven-dimensional quantum
barrier height) to allow for a direct comparison between the study for the H+ CH; — H, + CHjs reaction. It was found
rate constants determined on this surface and the experithat the umbrella mode of the Gigroup should be treated
mental values. (The calculated rate constants are consistentlyaccurately for this reaction. The authors found that calculated
larger that the experimental ones.) These quantum dynamicgate constants agree well with the experimental values, which
studies were, therefore, mostly focused on introducing and suggested that the barrier height on the JG2 surface may be
testing the accuracy of various reduced-dimensionality reasonable. Other theoretical studies using the JG2 surface
methods, which were compared to the full-dimensional include the study by Billing?® who employed the reaction-
guantum dynamics calculations of Huarte-Ldaga and path method, and two studies by Truhlar and co-work-
Manthel41.143364 \which were also carried out with the ers}*®46who carried out VTST/MT calculations. In these
inaccurate surface. later studies, Truhlar and co-work&%!“¢found that VTST/

Takayanadi* carried out a three-dimensional scattering MT res.ults are within 25% of th~e full-dimensional quantum
calculation in which rotationally averaged cross sections and dynamics results of Huarte-Laffaga and Manth&?!1436¢
thermal rate constants were calculated. The effect of excita-although they are several orders of magnitude less expensive.
tion of the symmetric stretch and bending modes of, Gkl In 1996, Espinosa-Garcia and Corch&dproposed two
reactivity and the vibrational distribution of Hand CH new surfaces, MJ2 and MJG2, which are recalibrations of
products were investigated, and it was found that excitation the J2 and JG2 surfaces, respectively. These surfaces have
of the methane symmetric stretching mode significantly classical barrier heights of 13.8 and 14.3 kcal/mol, respec-
enhances the reactivity. Yu and Nyniperformed time- tively. The rate constants were calculated in the-30800
independent four-dimensional quantum scattering calcula- K temperature range using VTST with semiclassical tunnel-
tions on the forward reaction. They found that the vibrational ing contributions. The Arrhenius plot was found to be curved.
excitation of the G-H stretching mode and/or the bending Yu'®® further reparameterized the JG2 surface to a classical
modes of CH enhance the reactivity, and that the tunneling barrier height of 15.0 kcal/mb® and carried out four-
effect is pronounced. dimensional time-independent quantum mechanical scattering

Wang et aP“ carried out four-dimensional, time-depend- calculations similar to the one performed by Yu and
ent wavepacket calculations using the semirigid vibrating Nyman*
rotor target model to investigate theHCH; — H, + CHjs A more recent analytic surface is the EG surface, which
reaction. A subsequent study by Wang and ZR&+g’ is fully symmetric with respect to the permutations of the
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Table 5. Saddle Point Geometries and Energetic Parameters for the Forward, H- CH; — H, + CHj3, and the Reverse, CH + H, —
CH4 + H, Abstraction Reactions'

method Riv? Rey  Omcn Ren v ZPEE V¢ VF AE AHp,  AH,  AHp ref
Pol-Cl 0.919 1469 102.4 1.080 974 279 $59107 52 156 133 2.2 60,130,131
BH&HLYP/6-311G(d,p) 0.896 1.387 1034 1.079 1411 273 126 112 14 111 13619 200
B3LYP/6-311G(2d,2p) 0.890 1414 1030 1.083 1127 9.9 8.6 204
BLYP/6-311G(2d,2p) 0.888 1.441 1027 1.089 943 8.1 7.0 204
MPW1K/6-3HG(d,p) 0.885 1.401 103.0 1302 275 133 98 36 120 115 05 137
MPW60/6-31G(d,p) 0.889 1.388 103.1 1458 279 148 111 3.6 134 130 0.4 137
MP2/DZ-+P! 0.876 1.396 103.6 1.084 1776 27.6 218 153 65 204  17.1 33 201
MP2/TZ+2P+Fd 0.872 1405 1030 1.080 1662 272 206 133 7.4 192 150 42 201
MP2/6-311G(d,p) 0.873 1409 1032 1.086 1639 272 176 116 6.0 163 116 29 199
MP2/cc-pVDZ 0.882 1.426 102.7 1.094 168 101 6.7 199
MP2/cc-pVTZ 0.869 1.409 1027 1.077 1604 27.4 203 125 7.7 190 143 46 205,206
QCISD/6-311G(d,p) 0.899 1.390 1037 1.089 1529 268 163 138 25 148 1587 199
QCISD/cc-pVDZ 0910 1407 103.2 1.097 150 122 27 199
PMP4(SDTQ)/6-311G(d,p) 0.931 1.363 1043 1079 1744 279 155 123 33 142 14301 197
CCSD(T)/cc-VQZ 0.897 1.393 1032 1.082 1500 26.6 154 126 2.8 137  14:104 198
CCSD(T)/aug-cc-pvVTZ 0.897 1.399 1031 1085 1437 148 120 2.8 230
MCOMP2 0.874 1.380 102.9 1547 268 155 108 4.6 140 125 15 137
MC-QCISD 0.899 1.385 103.2 1480 26.4 154 134 21 138 14709 137
MG3 0.905 1.387 103.3 1397 264 149 131 17 133  146-1.3 137
MG3-CHO-SGP 0.901 1.394 103.1 1406 265 151 120 3.1 134 134 0.0 137
MG2 0.888 1.409 103.0 1352  26.4 147 112 35 132 128 0.4 137
MCOMP2-SRP 0.880 1.368 103.0 1559 26,6 148 115 33 132 129 03 137
MC-QCISD-SRP 0.882 1409 103.1 1332 262 148 115 33 134 129 05 137
MG3-SRP 0.896 1.398 103.0 1372 265 148 115 33 132 130 02 137

aDistances in A; angles in degreeg;in cm %, ZPE, Vi, V¥, AH(*M, AH;,, AE, andAHg are in kcal/mol Vs andV,* are the classical barrier
heights for the forward and the reverse reactions, respecti&ﬁﬁ; andAHé, are the enthalpy of activatiort @ K for the forward and the reverse
reactions, respectivelyAE is the classical energy of reactionHy is the enthalpy of reaction at 0 KH; is the transferring hydrogen atofmA
value of 13.5 kcal/mol was found by Walsh through extrapolation to account for the inexactness of the POLCI wave flb&ienP is a
polarized doublée: basis set, TZ+ 2P + F is a triple€ basis set augmented by two sets of polarization functions and by a set of f functions on the
C. ¢ The barrier height was calculated including spin projection; the geometry of the saddle point and the frequencies were determined at the
UMP2/6-31G(d,p) level.

four hydrogens atoms in methane. This surface was used byand Ehrensofi calculated the energies of several configura-
Espinosa-Garcia and co-workers in VTST/MT studi®sn tions of the CH radical (including those dDs,, Cs,, andCs
QCT studies?* 53 and in reduced-dimensionality quantum symmetry) using a modified complete-neglect-of-differential-
studiest>3 Although the surface has a classical barrier height overlap (CNDO) semiempirical molecular orbital method.
(12.9 keal/mol) that is much smaller that the best estimate |n 1971, Lathan et & performed ab initio calculations with
(14.8 kcal/mol), the VTST calculatiot$ and quasiclassical  small basis sets for XHmnolecules. For CH the configura-
trajectory studies® on the EG surface showed better ions with Dy, C,, andCs symmetries were analyzed, and
agreement with the experimental data than might have beenye,, giq not find any stable configuration of €wo local
expected based on the low barrier height. The EG surfaceinima were described, which represent loose complexes

was also used by Zare, Schatz, and CO'WOFRE%'” their between CH and H in the entry valley of the abstraction
recent QCT studies, showing good correlation with the reaction and between GHnd H on the exit channel
experimental data, and by Zhao et%f.who carried out a .

path integral calculation of thermal rate constants. In 1972 and practically simultaneously, Morokuma and
_ Davies’ and Ehrenson and Newt#d reported ab initio
6.2. Electronic Structure Theory Surfaces calculations directed toward elucidating the details of

Minimal objectives for theoretical investigations of PESs interr_nediate structures anng_Iiker reaction p‘?thways? they
by electronic structure theory include determination of the considered both stereochemical and energetic factors. The
geometries and relative energies of the stationary points Cs» Symmetry for the rebound abstraction model andbie

(minima and saddle points). Characteristic features of the C4, andCs symmetries for the exchange process (with or
saddle point on various implicit PESs discussed in this Without inversion) were analyzed. Ehrenson and New#on

section are listed in Table 5. More elaborate theoretical used UHF calculations with a Gaussian basis set of polarized
studies focus not only on the stationary points but also on double¢ quality, while Morokuma and Dawi$ included
determining more features of the gburface, specifically,  correlation effects, although polarization functions were not
the reaction path and the regions surrounding it that areincluded in the basis set. Both studies yielded similar results
important in the dynamics. Even if it is not known which  with respect to the possible mechanisms at different energies.
features are important for the dynamics, implicit PESs They concluded that the abstraction reaction is the only
defined by a level of electronic structure theory may be used possible one at thermal energies (this was already known
in conjunction with direct dynamics methods. from experiment), and that all transformations are possible
From a historical perspective, a few very early semi- gt higher energies (also already known).
empirical theoretical calculations are worth mentioning. In . . .
1960, Hartmann et & obtained the energy of GHoy Three important theoretical papers appeared in 1977.
treating it as a pseudo-sodium atom with hydrogen-like Botschwina and Meyé# reported electronic structure
orbitals; in 1967 Kaufman et &% performed extended calculations of the barrier height of the inversion exchange
Hiickel calculations for a limited number of configurations (Ds, symmetry) based on the coupled electron pair ap-
of the rebound-attack abstraction model; and in 1971, Westonproximation and configuration interaction (CI) with pseudo-
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natural orbitals (PNO-CEPA) calculations; Nieblaeus é¥%al.  curvature must be taken into account in order to correctly
performed UHFCI calculations using a polarized doulife-  calculate the tunneling contributions. This fact could not be
basis set to predict barriers of the abstraction and inversiontaken into account with the information at the stationary
exchange reactions; and Siegb#Rreported Cl calculations  points only, as in previous work. In a follow-up study, Boatz
that gave an inversion exchange barrier similar to the and Gordoffcomputed vibrational energy distributions and
previous results. All of these three studies yield similar results intrinsic frequencies to provide a clear and intuitive picture
to those of Morokuma and Dawviconfirming the proposed  of the evolution of generalized normal coordinates along the
transformations and the temperature ranges. reaction path.

Casky and Zahradni®! calculated rate constants by In these reaction-path studi#s®® as well as in other
conventional TST using ab initio information from Nieblaeus similar ones;25¢25228knowledge of the vibrational fre-
et al3*® and Botschwina and Mey®#for the abstraction and ~ quencies along the reaction path is necessary, and various
exchange reactions, respectively. They concluded that theunderlying coordinate systems have been used for this
16.1 kcal/mol barrier height of Nieblaeus et*#lwas too  analysis’® 12 The choice of the coordinate system is very
high by ~2 kcal/mol (which is a quite reasonable assessmentimportant for making such calculations practical and accurate.

since we shall see below that the accurate forward barrierH + CHs — Hz + CHz and another reactive systéttwere
height is~14.8 kcal/mol). used®0409413 tg test a general formulation that allows

physically intuitive curvilinear internal coordinates (that are
nonlinear functions of Cartesian coordinates) to be used for
the calculation of generalized normal-mode vibrational
frequencies in the reaction valley. For thetHCH; — H,

+ CH; system, the authors demonstrated that the lowest
frequencies obtained using curvilinear coordinates are real
over the whole reaction path, whereas the frequencies
obtained with rectilinear coordinates (which may be ex-

In the 1980s, the most complete ab initio study of this
surface was reported in a series of papers by Schatz, Walch
and other§%130.131n the first paper, Walcl® determined
saddle point geometries and barrier heights for abstraction
and inversion exchange reactions using polarization config-
uration interaction (Pol-Cl) with a polarized triplebasis
set. The barrier heights and the geometries of the saddle

points for both reactions were similar to previous calculations pressed as a linear combination of Cartesian coordinates)

i i 398,399 31 . . R .
that include correlation energy- Schatz et ak have unphysical imaginary values over a wide range of the
performed a})normal-_mode analysis of the saddle point. Later rgaction coordinate, and the unphysical imaginary value in
Schatz et a#? used this normal mode information to calculate this case is not an indication of the existence of a ridge or

thermal rate constants using conventional TST for the pranching point on the PES along the reaction coordinate.
abstraction and exchange mechanisms, for the forward and In the 1990s, the CHreactive system was investigated

reverse reactions, and for all the deuterium isotopic coun- .. " ;

terparts associated with them. This study estimated theW'th hlgher_levels of electronic structure m(_ethods (l?oth for

forward barrier for the H- CH, abstraction reaction to be g;eacltl)grgecl)?)tt'ﬁgiZGQSr?getrg:ggFentp%?gtf%re%ans]stz/etzz' t?emjﬁ-

(1)f2 f 4kga:£(r:;cl)/l;n%;/alsucehzrtzagttarétqhz?sghtian(;llj&geen; ?Sﬁ;iﬁggmaterestricted second-order MgllePlesset perturbation theory

contributions cafculated using. the Wigner lowest-order (UMP2) I_evel o_f theory_W|th small basis sets and calculated
the barrier heights with the fourth-order Mgller-Plesset

transmission coefficieft? and found small curvature of the ; . : S ,
) perturbation theory with spin projection (PMP4). Goleza
Arrhenius plot over the 4662000 K temperature range. The et all% also calculated rate constants for the 4HCHs

calcul_ated Kinetic isotope effect§ show differences from the bstraction reaction using conventional TST plus the Wigner
experimental values, but these differences could not be traceq, ast-order transmission coefficient (which neglects the
to the limitations in the available surface mformatloré%c;r 0 reaction-path curvature, the change in vibrational frequencies
the dynamics methodology used. In 1984, Sana étal. along the reaction path, and all effects higher than dfider
studied a series of five hydrogen abstractions reactions from, 4 found small curvature of the Arrhenius plot in the 300
methane (Rt CH, —~ RH + CHj) using ab initio methods, 5000 K temperature range. They concluded that the calcu-

and the energetic and geometry of the saddle point agreegteq forward barrier height of 15.5 kcal/mol is overestimated
with previous calculations. The results of Walch ei®&f0131 by about +2 kcal/mol.

and those of Sana et & were used as the basis for the Later, Kraka et ai®® reported higher-level ab initio

calibration of Joseph et al.'s analytllc surfaé@s.- calculations, in particular CCSD(T) with basis sets of

with ab initio calculations to study the efficiency of several eactions X+ H, — XH + H, whereX = F, OH, NH,, and
methods for generating the reaction path, using the €H  CH;, The geometry of the saddle point and the barrier height
H;, — CH, + H reaction as the model. In fact, as this was agree with earlier results (Table 5), and the authors remarked
the main objective, only the abstraction mechanism was that "this is the best agreement between experiment and
considered using a very low ab initio level (UHF/STO-3G), theory that has been obtained from ab initio calculations not
and therefore, the final rate constants should not be comparedncluding any empirical based corrections”. The authors
to the experiment. However, the dynamic description is very obtained classical forward and reverse barrier heights of 15.4
interesting. The analysis of the curvature of the reaction pathand 12.6 kcal/mol and zero-point-inclusive forward and
(contained in the Hamiltonian reaction path) shows the reverse barrier heights of 13.7 and 14.1 kcal/mol. Additional
typical two sharp peaks, one on the reactant side of the CCSD(T) single-point calculations with a better basis set give
barrier, related to the HH stretching motion, and another somewhat smaller barrier heights. In probably the most
on the exit side, related to the-® stretching mode. This  complete “double slash” calculation available, CCSD(T)/cc-
analysis indicates two features: first, the nonadiabatic flow pvVQZzZ//CCSD(T)/cc-VQZ (the energies calculated using
of energy between the reaction coordinate and the orthogonalCCSD(T)/cc-pVQZ methods for geometries optimized using
bound modes and, second, the fact that the reaction-pathCCSD(T)/cc-VQZ method), the classical barrier height for
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the H+ CH, — H; + CHj; reaction was determined to be 8 normal coordinates plus momenta conjugate to these
15.3 kcal/mol. coordinates. This alternative permits an analysis of the

Dobbs and Dixo#f® studied both the abstraction and reaction-path curvature and also a separation of the reaction
exchange reactions at high ab initio levels with large basis Path into regions that can be classified based on the degree
sets. The optimization of the saddle point using MP2 with Of curvature. Interestingly, the main conclusions agree with
two different basis sets was followed by single-point energy the ones of Baldridge et &k,who used the conventional
calculations at increasingly higher levels of theory. The (Cartesian) reaction-path Hamiltonian.
results are given in Table 5. It was found that both In 1997, Konkoli et af®® investigated the mechanism of
improvement of the basis set and improvement of the level the CH; + H, — CH,4 + H reaction on the UMP2/6-31G-
of correlation reduce the barrier height. Dobbs and Di¥en  (d,p) surface using the unified reaction valley analysis. In
calculated abstraction rate constants with the conventional1999, Kurosaki and Takayand#i*°®performed high-level
TST and the Wigner lowest-order transmission coefficient ab initio calculations for the Ck+ H, — CH, + H reaction
in the 300-2000 K temperature range, and they concluded similar to those of Kraka et al?® but with a smaller basis
that the forward barrier height of 15.1 kcal/mol used in their set, and obtained similar geometric and energetic results.
rate constant calculations might be overestimated by aboutTheir studies were more extensive because they looked at
1—-2 kcal/mol. Unfortunately their calculations involve an the van der Waals interactions between the reactants and
incorrect symmetry factor. Their estimation actually agrees between the products, carried out an investigation of the
with the calculations of Kraka et &% and shows the  reaction path, and calculated the rate constants.
importance of a correct treatment of the correlation energy  Among the more recent theoretical investigations that were
and the basis-set extension for describing the barrier heightsfocused only on the location and characterization of the
It was found that, in general, lower-level ab initio calculations stationary points on the GHbotential energy surfaces, there
tend to overestimate the barrier height and that very high are a few more to be mentioned. Porezag and Ped®fson
level ab initio calculations are necessary to yield better determined the saddle point properties for both the abstraction
agreement with the experiment. and exchange reactions by using DFT. They compared a

Truong® reported geometries of the saddle point for the functional based on the local spin density approximation with
H + CH, abstraction reaction and relative energies calculated & 9eneralized gradient functional to determine if the over-
at the QCISD/6-311G(d,p) level of theory. The classical 2onding typically observed for hydrocarbons using the local
barrier height of 16.3 kcal/mol was found to be similar with depsﬂy approximation (Ieadlng. to underestlmated bamer
previous ab initio calculations, and it was concluded that N€19Nts) is surmounted by using a generalized gradient
both forward and reverse classical barrier heights are @PProximation. They found an improvement in the relative

overestimated by about 1 kcal/mol. Direct dynamics calcula- energies of transition states but still an underestimation of
Lons were carmied out on he QCISDIB3116(dp) suface, 12 "2Ier TEOf, Wi 2 vae of 02 \eainol for e
and variational TST with multidimensional semiclassical : 9

; ) '~ reaction. Patchkovskii and Ziegféf showed that the cal-
:ﬁnr;eilng rHetthgsjs_l(_lr.e.,nCV'g{[SiCéT()j Werre lﬁsegttvc\)/ig]et(\e/rrwnb? culated barrier heights for some reactions, including thg CH
€ rate constants. fruong obtained agreeme avallabl€, ", . cH, 4+ H reaction, could be improved, although

experimental rate constants for both the forward and reverse P ; ¥ .
reactions in the 3001500 K temperature range, after scaling _r}(r)]tes&gkrl:nif?_'r;tlzl ng4u__T,_|n|_§|; rzgltligtﬁr:; t;)c;rr]t %?r{ﬁgtgﬂgazr'

the energy along the MEP by a factor of 0.86. multireaction data set developed for parametrizing a new
In the same year, Truong and Dun&&iearried out similar hybrid density functional for kinetic&2 The saddle point
calculations using HDFT methods. They found that classical properties as well as the forward and reverse classical barrier
barrier heights were underestimated by about 2.7 and 0.6heights were determined with a number of hybrid density
kcal/mol for the forward and reverse reactions, respectively, functional methodg!342+426 This work led to the first
compared to the values of Kraka et'# The fact that DFT  reasonably accurate density functional for kinetics MPVEK,
methods underestimate the barrier height for this reactionfollowed by a series of successfully improved functionals
was also found by Jursi®2%4in two reports in which the  for kinetics, including BB1K2” and MC3BB%28
results of a number of DFT and HDFT methods and ab initio  The B3LYP/6-31G(d,p) surface was used by Schatz and
methods were compared with respect to the barrier heightco-workerg®8! in QCT calculations for the H+ CD,
of H + CH; — H; + CHs. Compared with the experimental  reaction to explain experimental data on the stripping
activation energy, considered to be-1112 kcal/mol in that  mechanism and state-to-state dynamics properties at high
study, Jursic found that the ab initio methods overestimate energies?
the barrier height while DFT and HDFT underestimate it.  |n a pair of papers published in 2002, Pu and TruRla#®
This poor performance of DFT (underestimating the barrier reported the most advanced theoretical study to date on the
height or even yielding a negative barrier height for reactions cH, system. In the first investigatiod? four implicit
with a small barrier) was found also for other systéihg? potential energy surfaces were developed and tested for the
for which saddle points were “well-known” and is now H + CH, — H, + CHs reaction. The stationary points on
known to be a general deficiency of the density functional these surfaces were characterized, and the rate constants were
methods available before 2000. calculated by means of CVT with the SCT approximation
In 1996, Taketsugu and Gord@hinvestigated the Ck and the harmonic approximation in curvilinear coordinates
+ H, — CH, + H reaction on two surfaces, namely, UHF for vibrations. In the second part of the stud§the kinetic
and the full-valence complete active space self-consistentisotope effects were calculated for a number of isotopic
field (CASSCF) method (nine electrons in nine active reactions. The four potential energy surfaces built in this
orbitals), with the 6-31G(d,p) basis set. They proposed an study®” were semiempirical, that is, SRP modifications of
alternative reaction-path Hamiltonian in terms of a reaction standard surfaces such that the classical barrier height for
coordinate, a curvature coordinate, and the remainihg-3 the abstraction reaction has the value of 14.8 kcal/mol, which
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was chosen by empirical analysis as the best estimate forpVTZ level (where cc-pVTZ is the correlation-consistent
the forward barrier height. The first surface was called polarized-valence triplé-basis set proposed by Dunnfig.
MPWG60 and was based on the mPW1PW91 hybrid density Without including ZPE, one finds that these complexes are
functional method but with the percentage of HF exchange predicted to bound even when basis-set superposition error
raised to 60%. The SRP parametrization for the MPWG60 is included, although the binding is weak. The ZPE of the
surface was carried out by varying only the percentage of van der Waals complexes is greater than the ZPE of separated
the HF exchange. (The best prediction of the experimental reagents, and any discussion of the possible observation of
rate constants was achieved, though, on the MPW58 surfacethe van der Waals bound states must take account of this.
for which the percentage of HF exchange is 58%, with this More recently, Manthe and co-workétsused the CCSD-
surface having a barrier height of 14.6 kcal/mol as compared (T) method with various basis sets to construct an inter-
to 14.8 for MPWG60.) The other three surfaces were con- polated surface, and they reported the presence of the van
structed with multicoefficient correlation methods (MCCMs) der Waals complexes in both the reactant and the product
and were labeled MCOMP2-SRP, MC-QCISD-SRP, and valleys.

MCG3-SRP, respectively. In all of these cases, there are more

parameters than can practically be modified. In each of the 6.3. Interpolated Surfaces

three SRP parametrizations, only two parameters (i.e.,
coefficients) were modified, in particular the most sensitive
ones (the ones that required the least modification from the
standard values). The coefficients were modified such that
the H+ CH;, — H; + CHjs reaction has a classical barrier
height of 14.8 kcal/mol and an endothermicity of 3.3 kcal
mol, which was considered the best estimate value based o d
a mixture of experimental and theoretical data. Properties reaction. Becfausehof thg Iow_level ?]f _theory,IUHF/6-31G-
of all these surfaces are given in Table 5. On the basis of (d.p), . u;ed or the gnd' points, their results were not
the best two surfaces (MC-QCISD-SRP and MCG3-SRP), guantitative, and comparing the results with experimental
the C-H, and H—H internuclear distances at the saddle point results was not attegnpted. .

(where His the transferring H atom) were determined to be WU @nd Manth&® used their interpolated surface to
1.39-1.41 and 0.880.90 A, respectively, and the imaginary _reproduce the_ thermal rate constantsocalcu_lated W't.hom
frequency at the saddle point was estimated to be betweeHnterpOIat'on_W'th errors smaller than 20%. Using a similar
1300 and 1500 cm-t These values can be used as Procedure, highly accurate mgezrzeolated surfaces were created
references for discussing the accuracy of other accurateby M.anthe and co—yvorke?é.' These surfaqes have a
potential energy surfaces. The MCG3-SRP surface fos CH classical barrier height of 14.93 kcal/mol, in excellent

was, at the time it was published, the most accurate surface?d"€ement with the earlier work of Pu and TruRféwhich

available for any reaction with more than four atoms. yielded a best estimate of 14.8 kcal/mol. In one of these
i studies?” the authors found that a quite accurate surface can
Another important feature of the Ghsurface that has,  pe gptained with 23 Hessians located on the MEP. These
however, received relatively little attention is the existence interpolated surfaces were used in full-dimensional quantum
of van der Waals complexes composed of the two reactantsyynamics calculations employing flux correlation functions
or the two products (H-CH, and CH---H,, respectively). 44 multiconfigurational time-dependent Hartree wavepacket
As was noted in section 2, their presence has not beenyronagation. In another recent study using one of these
detected experimentally, although they are surely presentvinterpolated surfaces, the rate constant for the-OCH,

and theoretically their existence depends on the theoretical g action and kinetic isotope effects were calculdféd.
method used. These complexes are expected to be important 1,4 interpolated surface of Kerkeni and Clary was

at low temperatures. developed from a minimal number of grid points calculated
In 1939, Gorin et af° theoretically found on their analytic ~ at the CCSD(T)/cc-pVTZ level of theory using a fitting

surface a stabilized complex (8 kcal/mol) corresponding to procedure in hyperspherical coordinat&sThis surface has

a weak bond between methane and a hydrogen atom. Th& zero-point-inclusive barrier heighH ., of 14.2 kcal/

topic of van der Waals complexes arose again when Lathanmo|. This surface was used in quantum reactive scattering

et al®° performed low-quality ab initio calculations on this  cajculations for the H+ CH, reaction, and the calculated

As was described in section 4.3, one of the first inter-
polated PESs for the GHsystem was developed by Takata
et al??2 The surface was employed in conjunction with the
dynamic reaction-path method, but the focus of the study
; was in constructing the interpolated surface in the region of
r{he global CH surface corresponding to the abstraction

system and found very loose complexes;-8H, and CH- rate constants were similar to the ones reported by Pu and
**Hz, whose existence in the calculations presumably resultedTryhla3” and by Wu et af?®
from basis-set superposition error. In 1996, Jut&iasing Bowman and co-worke?®232 also obtained accurate

tion of a methanehydrogen complex is not energetically RccsD(T)/aug-cc-pVTZ data points. These surfaces have
favorable, but later Konkoli et at?® on the basis of the 3 classical barrier height for the abstraction reaction of 14.8
unified reaction-valley approach, discuss the existence of ayca|/mol, and G-H, and H—H distances at the saddle point
van der Waals region on the reactant and product side.  of 1.399 and 0.897 A, respectively. (The characteristics of
In 1999, Kurosaki and Takayand$i’®® investigated the saddle point on this surface are essentially the same as
carefully the existence of these complexes, which could be those determined on the MG3-SRP surface developed by Pu
produced in their reaction in solip-H,. (As a model for and Truhlat®”) These values are very close to the saddle
chemical reactions in condensed phases, Hancock“ét al. point characteristics on the actual RCCSD(T)/aug-cc-pVTZ

investigated unimolecular rearrangements of similarH surface?®® The surfaces were used in QCT calculations for
van der Waals complexes.) Kurosaki and Takayanagi de-the H+ CH, reactioi®!and the H+ CHD;z reaction?®? The
termined the existence of both-+CH, and CH:--H, van comparison of the results of these studies with the experi-

der Waals complexes on a PES calculated at the MP2/cc-mental data is presented in section 7.
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7. Comparison to Experiment =

Sutherland ef al.
Almost every theoretical investigation of the gslrface - — Baulcheral
invokes comparison with experimentally determined quanti- -12
ties. In order for this comparison to be meaningful, the 13
theoretical studies should be based on an accurate PES and

should employ a validated dynamics method. The focus of
this section is to present comparisons between calculated and
experimental data where these conditions are met or are close
to being met. In addition, we will concentrate only on the
most recent experimental data. By comparing calculated U -\
kinetics and dynamics quantities with experimental ones, one Lelin|Fe e ) 3
can determine characteristics and/or shortcomings of the Gy e blee

potential energy surfaces used, of the dynamics methods ald e ENBEE onRCUs KD
employed, or of some combination of the two. Loy [ i o o

# Quantum dynamics on interpolated CCSD(T)

7.1. Rate Constants 0.0 1.0 2.0 3.0 | 4.0

The rate constant is probably the best macroscopic measure 'OOO'TT(K’
of the accuracy of a potentia' energy Surface, at least in the Flgure 7. Calculated and experlmenta_l rate constants for the H
thermal bottleneck region, because it is a well-defined Ha — Hz + CHs reaction. The experimental data are based on

. . .. _the fits proposed by Sutherland et3&land Baulch et a® The
observable that can often be measured with high PreciSIon .5 cylated data are ‘as follows are CVTLOMT rate constants

and gooq reprodl.JC|b.|I|ty. .Deducmg rate constant_values from o the EG surface with a barrier height of 12.9 kcal/A%K> are
surface information implies the use of a dynamics method. CvT/uOMT rate constants on the MJG2 surface with a barrier
A reliable dynamics method should account for the quantum height of 14.3 kcal/mot34 O are CVT/SCT rate constants on the
effects on nuclear motions and should include all degreesMCG3-SRP surface with a barrier height of 14.8 kcal/At8IA

of freedom. Such a method was devised and applied for theare CVT/SCT rate constants on a modified QCISD/6-311G(d,p)
H 4+ CHs — H, + CHs reaction by Manthe and co- surface with a barrier height of 14.0 kcal/m8},and ® are full-

141-143 - P . dimensional quantum dynamics rate constants on an interpolated
V.Vorkers' The original appl'cat'o.n of this method was CCSD(T) surface with a barrier height of 14.93 kcal/r#§1227.365
limited to an inaccurate surface (i.e., the JG2 analytic

surface), and a meaningful comparison with experimental ¢ h diff h imilar i :
data was not attempted. More recently, accurate full- energy surface shows differences that are similar in magni-

i i O:i:g),146 i
dimensional quantum dynamics calculations were carried outt%drﬁ ;?istgrelgéel![wee):epneﬂ]rgigtsﬂ| tg‘rrom.exa@f;[ﬁll-tdhi?rﬁetr?slisonal
on a more accurate interpolated surface that was constructe¢®MP

based on CCSD(T)/ce-nVOZ and CCSD(T)aud-cc-nVOZ quantum calculations and VTS_T calculatic_)ns is only mean-
ab initio data poi(m)g_%,zgvggﬁhe classicaf tzarrigr h eri)grg ingful as a test of the theoretical dynamics method when

for this surface is 14.93 kcal/mol, the—&l, and H—H the calculations are performed on the same potential energy

distances at the saddle point are 1.401 and 0.895 A'surface. o .
respectively, and the imaginary frequency is lidtd 2 The best implicit potential energy surface for theHHCH,

these data are very close to the best estimates of Pu and_ H + CHg'reaction is thE; MCG3_—SRP'PES of Pu and
Truhlar’®) The rate constants calculated on this sur- Truhlari*"which has a classical barrier height of 14.8 kcal/

face?6:227.365sing full-dimensional quantum dynamics cal- Mol. Rate constants between 250 and 2400 K were calculated

culations slightly underestimate (by25% at higher tem-  Using CVT/SCT and the harmonic approximation in curvi-
peratures and by about a factor of 2 at lower temperatures)“”ear coordinates for vibrations along the MEP. Excellent
the experimental rate constants values obtained based on th@greement (with errors of 25% or less) between the calculated
fit of Sutherland et a¥® A better agreement would be ate constants and the most recent experimental Véles
expected on a surface with a slightly smaller barrier height obtained over the whole temperature interval (Figure 7). The
than 14.93 kcal/mol, which is the value on the surface used €xPerimentally observed curvature in Arrhenius representa-
by Manthe and co-worker&6:227365A representation of these ~ tion was also accurately predicted.
and other calculated rate constants as well as experimental Other direct dynamics calculations using VTST/MT
data is given in Figure 7. reporting good agreement with experimental rate constants
A more affordable way to extract kinetic and dynamics are the studies by Truong on the QCISD/6-311G(d,p)
information associated with a PES is to use a less exact butsurfacé® and by Truong and Duncan on the BH&HLYP/
more affordable and still reliable dynamics method. Varia- 6-311G(d,p) surfac&’ The rate constants were actually
tional transition state theory with semiclassical multidimen- calculated along MEPs that were scaled to give classical
sional tunneling contributions is the most successful such barrier heights of 14.0 kcal/mol in the study of Trudtfy
method because of its relative simplicity (in terms of and of 14.8 and 14.6 kcal/mol, respectively, in the study of
automatization and availabilitf}} and its accuracy. Inves- ~ Truong and Duncaf? In these studies, the calculated rate
tigating a potential energy surface using VTST/MT and direct constants were compared with the experimental values of
dynamics includes all degrees of freedom and includes Baulch et al3° but when comparing with the more recent
quantum effects on nuclear motion and should be almost asexperimental value¥, the calculated rate constants are
accurate but much more affordable than full-dimensional typically larger (by a factor o&2 at low temperatures and
quantum calculations. In fact, a direct comparison between a factor of<2 at higher temperatures). Interestingly, although
the full-dimensional quantum calculations of Manthe and co- the barrier height along the scaled MEP is close to the best
workers and the direct dynamics VTST/MT results for the estimate value of Pu and Truhlar, the calculated rate constants
H + CH,; — H; + CHjs reaction with the same potential are quite different than those obtained on the MCG3-SRP

log k (em'molecule”'s”! )

e®0 B
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surface. This implies that, although the classical barrier height 7.3, Low-Temperature Tunneling Effects

is an important factor in reaction kinetics, other topological ] . )

properties of the surface (i.e., the reaction-path curvature, TO explain the experimental observation of Momose et

the width of the barrier, etc) can be significant in determining al." that the deuterated reaction €B H, —~ CDsH + H

kinetic and dynamic quantities_ OCCF”'S but the unsubstituted @H‘Hz — CH; + H does
Among the analytic surfaces, the surface with saddle point N0t in solidpara-H at 5 K, Kurosaki and Takayan&iand

characteristics for the H- CH, abstraction closest to the Kurosaki® reported variational transition state theory cal-

Pu-Truhlar values is the MJG2 surface proposed by Espi- culations with semiclassical tunneling contributions for both

dynamics calculations employing VTST/MT, and it was (T)/c_c-p_vTZ//MP2/(_:c-pVTZ Ievejl of theory, and th_ese studies

found to underestimate the experimental rate constantsqualitatively explain the experimental observation.

proposed by Baulch et &.by ~30% and to overestimate ) ] .

the experimental rate constants proposed by Sutherland et’.4. Detailed Reaction Dynamics

al32 by almost a factor of 2 at low temperatures ansl0%

at higher temperatures. The other surface proposed by

Espinosa-Garcia and Corchado (M32and that by Espi-

nosa-Garcia (EGJ° show similar results even though the

classical barrier heights are somewhat smaller at 13.8 an

12.9 kcal/mol, respectively.

The observed stripping mechanism for thetHCH,; —
H, + CHjs reaction, initially observed by Zare and co-
workers?® has also been investigated theoretically. In an
ginitial study/® the EG analytic surface and the B3LYP/6-
31G(d,p) surface were used by Camden et al. in quasiclassical
trajectory calculations. These authors found that the B3LYP/
- 6-31G(d,p) surface semiquantitatively reproduces the ex-
7.2. Kinetic Isotope Effects perimental results while the EG surface does not, and they
Pu and Truhld#® used the MCCM-SRP surfadésto interpreted these observations as resulting from different
calculate various kinetic isotope effects for both the forward opacity functions due to the EG surface having a saddle point
and reverse abstraction reactions. Three surfaces (MC-closer to the product valley than the B3LYP surface (which
QCISD-SRP, MCG3-SRP, and HDFT with a specific reac- in turn is similar to the CCSD(T)/cc-pVTZ surface). Sub-
tion parameter MPW60/6-31G(d,p)) surface were used to sequent studies at other collision energies show similar
calculate deuterium kinetic isotope effects for eight isotopic results?®8'The saddle point geometry on the B3LYP/6-31G-
combinations. The results agree very well with most of the (d,p) surface is similar to that of the MCCM surfaces above,
experimental values, in support of the overall accuracy of but the classical barrier height is much smaller at 9.4 kcal/

the proposed surfaces. mol. However, in a more recent study, Espinosa-Gaatd
The H+ CH4/D + CH, kinetic isotope effect was recently ~ co-worker$>® used the EG surface to analyze the effect of
calculated by Manthe and co-work&®using accurate full- the dynamics method by carrying out quasiclassical trajectory

dimensional quantum dynamics calculations on a high-quality and reduced-dimensionality quantum scattering calculations.
interpolated surfac&’ The authors compared their kinetic It was found that only the quantum mechanical calculations
isotope effects to the recommended experimental values ofreproduced the experimental angular scattering at the high
Kurylo et al28 and obtained good agreement, especially when energies of the experiment, so the problem in the initial paper
one considers the large uncertainties in the recommendeddf Camden et al® appears to be due to limitations of the
values. However, without giving any explanation, they QCT method not the EG surface.
compared their D+ CH, rate constants to the raw (uncor- Results of quasiclassical trajectory calculations using the
rected, unrecommended) data of Kurylo et’aind obtained  interpolated surface of Bowman and co-work&&for the
poor agreement. In light of the questionable treatment of the H + CD, abstraction reaction show good agreement with
experimental data by Kurylo et &,a more interesting  the experimental rotational distribution of HD summed over
comparison may be between the calculations of Manthe andall vibrational states for an initial relative kinetic energy of
co-worker§® and the earlier MCG3-SRP direct dynamics 1.52 eV (35 kcal/mol). Collisions initiated with the symmetric
calculation employing VTST/MT of Pu and Truhl& At stretching vibration of Chl excited were also studied.
400 K, Manthe and co-workers calculated a kinetic isotope Camden et &4 experimentally found that the reactivity of
effect of 0.48, in reasonable agreement with the earlier 0.58the H + CH, reaction is enhanced by a factor 3#01.5
value!3® Both values are more reliable than the experiment, when the G-H antisymmetric stretch mode is excited.
and the good agreement provides an encouraging check oEspinosa-Garel and co-workers performed QCT calcula-
both the PESs and the dynamics methods. tions'®2 on the EG surface, and Bowman and co-work&rs
Kinetic isotope effects for both the H CH,4 abstraction performed QCT calculations on their ab initio surface; there
reaction and the reverse reaction have been also calculateds good agreement between these studies and the experiment
using VTST/MT by Espinosa-Garcia and Corch&dand in the wide energy range of 1.52.20 eV (35-51 kcal/
by Espinosa-Garci#? and the calculated values show a mol). Xie and Bowmat#? also investigated the H CHDs
reasonably good agreement with the experimental values.reaction using QCT calculations. A key point in the QCT
The study of Pu and Truhl&# also looked at the Mu- studies of Bowman and co-workéts?®is that they validated
CH, abstraction reaction where muonium (Mu) is a noncon- a key assumption of the QCT method for studying the effect
ventional isotope of hydrogen with a mass of about one- of C—H stretch excitation on the H CH; and H+ CHD3
ninth of the mass of a proton. The calculated muonium dynamics, namely, that the energy in the-& stretching
kinetic isotope effects show the correct variation with mode remains localized long enough (even though one is
temperature, but the values agree rather poorly with the calculating the dynamics by classical mechanics without
experimental ones, especially at high temperatures. Someusing good action variables) for the collision to be studied
possible reasons for this disagreement were presented antbefore energy is randomized. They found that exciting the
discussed. C—H stretch enhances the production of, kvhich they
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found to occur by a rebound mechanism, but not the CCSD(T)
production of HD, which they found to occur by stripping.

As we noted at the end of section 3.6, the experimental
state-to-state dynamics studies for this reaction have been-ypo
performed at high energies—2 eV, while the potential ¢y
energy surfaces developed for this system were originally cvT/scT
designed and tested for thermal conditions, i.e., kinetics D
studies at low energies (about the classical barrier height,DFT
14.8 kcal/mol~ 0.6 eV). A direct comparison between EG
theory and experiment needs to take this into account. Two
future prospects, one experimental and another theoretical ESR
can be envisioned. Experimentally, it is necessary to obtain G2
data at lower energy, 0-5L.0 eV, which represents a true
challenge. Such studies at a low energy are important to gt
unequivocally determine the dynamics and the mechanismypgT
of the thermal H+ CH, reaction and to permit directly HEF
comparing the reaction mechanism with those of other similar INDO
atom+ methane reactiod®157.159:433439 (g g, Cl4+ CHy, F IRC
+ CHy, OCP) 4+ CH,, etc.) that take place at low energies. J1
Theoretically, progress can be made in developing or refining
surfaces in high-energy regions (i.e., distant from the reaction

valleys). J2A

8. Concluding Remarks J3

The construction of potential energy surfaces for poly- JG1
atomic systems is reaching levels of accuracy similar to ones
attained previously only for triatomic systems. In generating JG2
potential energy surfaces and quantifying their accuracy, one
wants to test against as much experimental data as possibl ‘?éﬁAF
including rate constants, activation energies, kinetic isotope
effects, and the curvature in the Arrhenius plots (for both | Epg
the forward and reverse reactions), as well as various detailedyccm
reaction dynamics quantities. Differences between the cal- McG3

culated and experimental quantities can result from a less-MCG3-SRP

than-perfect potential energy surface, from a less-than- MCMM
reliable dynamics method, from possible experimental errors, MCOMP2

or from combinations of these, and recent work is beginning MCOMP2-SPR
MC-QCISD

MC-QCISD-SRP

to allow a careful analysis of all these factors.

Over more than six decades, thetHCH, reaction and  \ygp
its isotopic variants have represented a target against whichyj2
to test kinetics and dynamics theories and PESs for poly- MJG2
atomic reactions. In the past decade, potential energy surfaceM
for the CH; system as well as other polyatomic reactions MO
have been constructed that reproduce almost exactly manyMP2
experimental kinetics data and some details of the state-to-
state dynamics, although they have not yet been capable o
simulating all the fine details of this dynamics. Although MP4SDQ
constructed by different workers and different methods, these
accurate potential energy surfaces have very similar features o\

which leads us to conclude that the quest for an accurate,pyw1pwo1

CHs potential energy surface is achieving unprecedented
success.

9. Glossary of Acronyms MPW1K
AM1 Austin model 1 MPW58
B3LYP Becke three-parameter Le&¥ ang—Parr density
functional MPW60
BEBO bond-energy-bond-order
BH&HLYP Becke half-and-half LeeYang—Parr density MR
functional MT
CASSCF complete active space self-consistent field MVBC
CBS complete one-electron basis set uOMT

CClI complete CI
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coupled-cluster theory with single and double
excitations and with a quasi-perturbative
treatment of connected triple excitations
configuration interaction
complete neglect of differential overlap
canonical variational transition-state theory
CVT with SCT
deuterium isotope of hydrogen
density functional theory
analytic surface of Espinosa-Gargcpreviously
sometimes labeled the PES-2002 surface
electron spin resonance
full CI
Gaussian-2 method of Pople and co-workers
Gaussian-3 method of Pople and co-workers
generalized transition state
hybrid DFT
Hartree-Fock
intermediate neglect of differential overlap
intrinsic reaction coordinate
analytic surface no. 1 of Joseph, Steckler, and
Truhlar
analytic surface no. 2 of Joseph, Steckler, and
Truhlar
analytic surface no. 2A of Joseph, Steckler, and
Truhlar
analytic surface no. 3 of Joseph, Steckler, and
Truhlar
version 1 of the analytic surface of Jordan and
Gilbert
version 2 of the analytic surface of Jordan and
Gilbert
joint Army Navy Air Force
large-curvature tunneling
London-Eyring—Polanyi
Londonr-Eyring—Polanyi-Sato
multicoefficient correlation methods
multicoefficient G3
MCG3 with SRP
multiconfiguration molecular mechanics
MCCM Colorado MP2
MCOMP2 with SRP
multicoefficient QCISD
MC-QCISD with SRP
minimum energy path
modified J2
modified JG2
molecular mechanics
molecular orbital
Mgller—Plesset second-order perturbation theory
(for electronic structure)
Mgller—Plesset fourth-order perturbation theory
(for electronic structure)
MP4 with single, double, and quadruple sub-
stitutions
modified PerdewWang (functional)
one-parameter HDFT method based on the
mPW exchange functional and PW91 cor-
relation functional (also called mWP1PW,
mPWO0, and MPW?25)
modified PerdewWang functional with one
parameter for kinetics
mPW1PW91 method with the percentage of
HF exchange equal to 58%
mPW1PW91 method with the percentage of
HF exchange equal to 60%
modified R
multidimensional tunneling
modified VBC
microcanonical optimized multidimensional tun-
neling
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PES potential energy surface (sometimes called po-
tential energy hypersurface or potential en-
ergy function)

PES-2002 old name for the EG surface

photo-LOC photo law-of-cosines

PMP4 fourth-order MgllerPlesset perturbation theory
with spin projection

PNO-CEPA coupled electron pair approximation based on
a configuration interaction method with
pseudonatural orbitals

Pol-ClI polarization ClI

PW91 PerdewWang '91

QCISD quadratic Cl calculations including single and
double substitutions

QCISD(T) QCISD including a noniterative triples contribu-
tion

QCT quasiclassical trajectory

QM/MM guantum mechanics-molecular mechanics

R analytic surface of Raff

RCCSD(T) restricted CCSD(T)

RHF restricted HF

SCT small-curvature tunneling

SN2 bimolecular nucleophilic substitution

SRP specific reaction parameters or specific range
parameters

T tritium isotope of hydrogen

TST transition-state theory or generalized TST, which
includes VTST

UHF unrestricted HF

UMP2 unrestricted MP2

URVA unified reaction valley analysis

VB valence bond

VBC analytic surface of Valencich, Bunker, and
Chapman

VB/MM VB and MM

VTST variational TST

VTST/MT VTST with MT contributions

ZCT zero-curvature tunneling

ZPE zero-point energy
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